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[[1]](#footnote-2)\*abstract

**Motivation:**

We here review a method of XML data enrichment with controlled vocabularies (CV) in light of end-user compliance. We outline the reasons that made major standard initiatives in proteomics and metabolomics use this data enrichment scheme on omics data in favor of more formal approaches, e.g. description logics (DL) knowledge bases. We show that in comparison to other knowledge representation formalisms, the list of prerequisite skills on the user-side and the learning threshold is significantly lower, making the approach feasible for bioinformaticians with average skill levels, i.e. basic XML knowledge. Additionally our approach allows to source out the ‘business logics’ from the terminology into external rules. This enables the successive and encapsulated addition of semantics in a flexible way.

We feel our approach contributes to increase the amount of potential users, enabling them to participate in a peer-produced standards development process.

# introduction

After the very successful introduction of the Gene Ontology serving the genomics community with a convergent terminology, recent years saw the successful launch of omics standardisation initiatives such as the Proteomics Standards Initiative (PSI) and the Metabolomics Standards Initiative (MSI, Sansone 2007). Open data standards are needed in these domains, as an ever growing mountain of data is piling up due to abundant usage of high throughput data generators, i.e. Mass Spectrometry (MS) and Nuclear Magnetic Resonance spectroscopy (NMR).

The COSMOS (COordination of Standards in MetabOlomicS) EU consortium[[2]](#footnote-3) was tasked to foster the creation of an MSI-approved open exchange and storage standard[[3]](#footnote-4) for metabolomics NMR data. It decided to leverage on a particular set-up proven already successful in the PSI community. To improve compliance, PSI and MSI consciously refrain from employing DL in their CV directly. Instead, they leverage on a user-friendly and pragmatic method of solely using the taxonomic backbones of ontologies in whatever format available to augment values in simple XML files. This allows shifting semantic constraints into the XML Schema definition (XSD) and easy to read XML rules. Although this set-up and methodology has already been described (Mayer 2013), the reasons that led the OMICS standardization bodies to prefer this set-up over a plethora of alternative knowledge representation (KR) formats have so far been largely implicit.

After briefly recapitulating the basic set-up, we elaborate on the reasons for this pragmatic CV referencing approach by highlighting the requirements with end-user compliance in mind. We discuss the pros and cons of alternative KR formalisms such as Description Logics (DL) and Frames to fulfill the same requirements.

# Material and Methods

We discuss CV usage as occurring in the PSI and MSI XML data standards in light of different knowledge representation schools[[4]](#footnote-5), namely pragmatic life science users employing GO style taxonomies, their arguments probably best summarized in (Bada 2004) and academic formal logics ontologists creating DL-based axiomatised ontologies, their arguments probably best summarized in (Schulz 2013). We derive requirements from our use cases and compare key features needed to fulfil these requirements for our XML+CV approach with OWL-DL and Frames.

# Results

The COSMOS Standards workpackage developing the nmrML data standard and nmrCV, had several overarching goals guiding decision making. Based on the use cases and derived requirements, we here list the distinct features of the three compared KR approaches with respect to the defined requirements (Tab 1).

**Table 1.** For each Cosmos use case the format dependent requirements are listed and accompanied with pros and cons of potential implementations in the different KR set-ups.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Use case** | **Requirement** | **XML+CV** | **Owl-DL** | **Frames** |
| **Extendability of Format to cover new domain developments** | Update and versioning flexibility, timeliness of required additions. | Fast as no modularization and external coordination for e.g. term requests needed. Full namespace control, but not orthogonal to existing artefacts.  Flexible, as no schema updates needed for new CV term addition. | Ontology extension slow due to complex axiomatisation and scattered term requests to multiple external sometimes slow reacting authorities. | Very fast, as all entities live within one KB that already comes with Knowledge Acquisition (KA) forms. |
| **Increase data persistence and traceability** | Robust storage format for long-term archiving yet flexibility for encoding new information yet keeping old data valid[[5]](#footnote-6). | Good, as only stable formats at basis of semantic web stack are used e.g. XML and OWL expressivities that are robust as well. Even RDFS would be sufficient here. | Not so good, as OWL specifications are still dynamic, i.e. recent introduction of OWL 2 with change from OWL 1 flavors to OWL 2 profiles. | Very good, as Frames are robust and Protégé 3 is the oldest, still widely supported KB editor in existence. |
| **Allow high throughput generation of large data sets, i.e. from existing databases** | Must be able to work without expensive human intervention. | Possible via available parsers employing mapping specifications. Good support for datatypes. | Possible on T-Box through ODPs and Quick Term Templates, but again need human intervention. Technologies still emergent. | Easy via Plugins like Datamaster[[6]](#footnote-7).  Easier due to classic Object Oriented approach & good support for datatypes. |
| **Quality assurance** | Allow automatic data validation on semantics/content correctness and completeness, i.e. ensuring Journal policies or MIBBI information standards (Taylor 2008). | Very good, incl. data level, as constraints can be checked at multiple levels with established tools, e.g. XML parser and XSD compliance checks with good access to datatypes. Semantic rules to check CV-based annotations. | Good, but restricted to small T-Boxes as tableau reasoners for consistency checking are slow. Top down rule based reasoners[[7]](#footnote-8) are an option as they only evaluate local query-relevant parts of the T-Box. | Good and fast via P3 build in real-time constraint checks and PAL constraints[[8]](#footnote-9). All readily available in one Editor. |
| **User guidance & error prevention for data acquisition** | Self-explanatory, suggested datatypes, data entry constraints. | Good, as XML mapping rules, semantic validators as well as ISA specifications can be exploited to drive entry recommendations/constraints. Bioportal support tools serve precoordinated terms. | Possible, but labor intensive and requiring full DL skillset.  Postcoordinated anonymous classes hardly accessible, due to slow DL reasoning performance. | Very good due to ability to specify and check KA forms and default and allowed slot fillers/ own datatypes. |
| **Build up large user community** | Easy to parse and integrate with available tools. Intelligible to bioinformaticians & computers. Allow re-use of existing best practice guidelines. | As solely widely established and well investigated formats and technologies are used, there is abundant skill available and existing parsers can be re-used. Each KR involved is understood by average bioinformatician. | Compliance issues due to need to learn formal logics and set theory to understand DL semantics. Recent analysis showed difficulty in measuring success of a week of specialist DL training (Boeker 2013). | Plethora of robust tools available. Quasi standard since 30 years. Very large user community, but comparatively small compared to XML community. |
| **Easy i/o to Public repositories, to share and support integrated analysis** | Formats need good database connectivity, i.e. data should be easy to transit from tabular/relational to KR form. | Easy, as DTB to XML transitions are well understood and plethora of parsers exist. | Less easy, as DLs set theoretic nature and OWA make transition from RDB data to DL KB more difficult. | Transition fairly easy due to Frames’ CWA, non-monotony and unique name assumption. |

## CV Referencing from within XML data files

The nmrML XML format, inspired by the PSI mzML format (Mayer 2013), consists of an XML Schema Definition (XSD) that is instantiated and accompanied by CV annotations in a concrete XML data file. The XSD defines the allowed XML elements, their attributes, cardinalities and mandatoryness etc. The requirement and modality for a CV term occurrence in an XML instance is specified in the XSD by *reference elements/types*. The general approach can be seen as adding outsourced semantics to XML[[9]](#footnote-10). At certain locations specified in the XSD, the user is allowed to describe his data by <CVParam> tags, where attributes reference the standardized CV terms. The CV provides the terminology to describe the data in detail and provide standardized values for the XML tags. For example, the XSD defines a ValueWithUnitType reference to hold a value and a description of the unit the value is recorded in by means of a Unit Ontology CV term. An example XML code specifying the temperature of 30 °C of a given NMR sample XML looks like this:

<sampleAcquisitionTemperature unitName="degree Celsius" unitCvRef="UO" value="30" unitAccession=" UO:0000027"/>

In areas where the terminology is likely to change faster than the nmrML XSD can be updated and aligned, branching out from the XSD to CV usage can compensate for such dynamics in a flexible way, as the CV can be maintained externally and even in a decentralized and peer-produced[[10]](#footnote-11) manner. For example, new NMR probe types can be represented in an nmrML file by requesting and adding a new CV term for the unchanged XML element, without the need for any XSD revision, which in turn would require to also update programs using nmrML. The XSD ‘branches out’ into CV-usage where:

* Terms are unstable & dynamically evolving, or need to be changed and updated often, such as Hard- & software names/versions etc.
* Terms are lexically variant and need convergence via synonym equivalence detection
* Terms describe contextual metadata, rather than concrete NMR raw data, i.e. for cases where the terminology is already extensively defined in existing ontologies or CVs, e.g. the unit ontology.
* Terms represent important search attributes for data querying; this will ease large scale database-integration in an open linked data fashion.
* Terms should be accessible to rule-based or external DL reasoning techniques for ontology audit, validation and querying, e.g. to profit from subsumption to generalize over query attributes and increase result recall and precision.

## Data Validation

The XSD+CV set-up allows for multiple data validation levels to be established in an onion layered approach, contributing to data consistency, completeness and overall quality assurance. In OWL-DL it is difficult to set distinct stringency-levels on data consistency checks. Although the expressivity regime dictates the types of reasoning on the data, an OWL ontology is either totally consistent or inconsistent[[11]](#footnote-12).

Here, XML syntax and structural validity of XML instances, e.g. XML element and attribute positions, order and cardinality, can be validated by an XML parser against the XSD. Additional mapping rule files are used to enforce semantic validity by specifying which CV terms are allowed for an element as well as their order and cardinality. A dedicated semantic validator[[12]](#footnote-13) checks that the criteria outlined by the mapping file are being met by a given XML instance. It enforces simple IF-THEN rules not only making sure that the terms are actually found in a specified CV, but also that the correct terms are used in correct locations (XML Tags) in the XML document and the required terms are present the correct number of times. E.g. that there are two filler values “Kelvin” or “Degree Celsius” allowed for the SampleTemperature-Element, and that these must come from the Unit Ontologies’ “temperature unit” subtree. This allows greater flexibility in the schema, but enforces order in how the CV terms are used. This will require the discipline of using the semantic validator exploiting validation rules for checking an annotation prior to storage and submission.

The result is that new technologies or information can be accommodated with adjustments to the controlled vocabulary and validator, not to the schema which hence can stay stable.

Validating the above XML data snippet with the following validation rule (HTML version)

Identifier:sampleAcquisitionTemperature\_must

Element:/nmrML/acquisition/acquisition1D/ acquisitionParameterSet/sampleAcquisitionTemperature@unitAccession

Requirement level: MUST

Term: UO:0000012 ! kelvin

hence would result in a validation error, as the temperature is specified in degree Celsius rather than Kelvin. The mapping file combined with the CV can also be used for intelligent support in data acquisition, i.e. when creating an interface that records NMR experiment information it can populate a drop down menu or an autocomplete box with plausible entries.

## Comparison of skills required by approaches

Table 2 summarizes the features leveraged on by the biomedical data curator applying the different KR approaches for data annotation and storage. In amendment to Tab 1, it also highlights some of the skill levels required on the end-user side in comparison.

**Table 2.**Comparison of different KR Methods

|  |  |  |  |
| --- | --- | --- | --- |
| **Issue** | **XSD+CV** | **OWL-DL** | **Frames** |
| Editor | XML Editor | OWL Ontology Editor (Protege4) | Ontology Editor (Protege3.x) |
| Syntax | XML | RDF, OWL | PINS & PONT |
| Semantics | Term hierarchy/DAG | DL, set theory | Frames, OOM, CLIPS |
| Constraints | XSD, Rules | Axioms (constructors, domain, range) | Facets, PAL constraint |
| Main KR Idioms | Entity, Attribute,  CV Term, Unit, Value | Class, Individual, object property, datatypes | Concepts, slots, datatypes |

# Discussion

A large part of current discussions in the biomedical ontolo-gy field is devoted to OWL and description logics (DL) semantics. Beside its computational performance issues for tableau reasoning in big data set-ups, DL semantics is rather complex and requires users to get acquainted with its set theoretic basis. These characteristics have hindered widespread application of DL expressivity in high throughput data exchange and annotation. Although strategies for simplifying DL complexity were discussed in an earlier paper (Schober 2010), DL expertise is still not as abundant as needed for larger peer-produced formal ontology creation and exploitation. Although through its recommendation by the W3C, OWL became a major player even in the semantic web domain, many people do not leverage on DL expressivity[[13]](#footnote-14) in OWL ontologies.

DL was never good at data-capture (Schulz 2010) and no easy-to-use knowledge acquisition (KA) forms that constrain user entries to allowed datatypes are available, e.g. like in Frames. Such tools[[14]](#footnote-15) are only now emerging.

Moreover, one can often find DL axiomatised class definitions which put the burden of capturing many properties of an individual or class which serve proper classification and reasoning, but are trivial and uninteresting for the scientific life science domain end user. We doubt that axioms that are good for consistency checking and untangling, are necessarily good for providing usable search attributes. We found that information retrieval is in fact often not well supported by DL axioms, e.g. in the following OBI example

Manufacturer SubclassOf MaterialEntity and

*equivalentTo*

('Homo sapiens' or organization)and

(*'has role*' some 'manufacturer role')

the word-cloud that comes intuitively to the end users mind when mentioning ‚manufacturer‘ is not well matched, e.g. the axiomatisation misses out on important aspects like product lists, contact details, location, etc. to be expected in a data centric environment. Instead we are informed that a manufacturer has a role manufacturer role, a statement which will seem trivial, if not tautological, to the end user. Such DL class definitions, exhibit dependencies to classes for which real world owl:individuals are hard to imagine e.g. what is the instance of a role ? Such individuals, entered into a knowledge base solely for the sake of fulfilling design patterns for DL reasoning will rather cause performance problems than supporting terminological end user requirements.

Another example of modeling against the users needs, not meeting his requirements is

Decapitated organism *equivalentTo*

'material entity' and

(*is\_specified\_output\_of* some decapitation)

, which misses out on the fact that the organism is now consisting of two entities, cut along the head-neck joint, a separated rump with extremities and a head. Also the fact that it is now a dead organism with all its practical and ethical consequences, is missing in this reductionist definition. In DL, such definitions rely on this information – although being important – being drawn from sometimes distant related entities in the ontology by the reasoner, e.g. the fact that this definition applies to a living organism is entailed in the decapitation process, whereas the definition itself subclasses material entity. Leveraging only on the local axioms in the definition, it would not exclude a decapitated cigar or teddy bear, as some of this essential information is factored out elsewhere, i.e. here into superclasses of the decapitation process. This makes the classes very dependent on the contextual model and DL reasoning and hence renders it less usable when wanting to exploit the self-standing local class definition, i.e. when annotating a database entry.

To reach domain coverage in an acceptable time in our CV we simply pre-coordinate the terms according to appearance in our use cases. In formal DL ontologies, modularization policies demand that for each simple class addition of e.g. “Library based computed concentration” its refactored semantic Lego blocks are requesting in external artefacts, i.e. Unit Ontology (concentration), Evidence Ontology (computed), and maybe Information Artefact Ontology (Library). So, orthogonality assurance, besides domain-borders being difficult to determine, often requires time-costly requests for term additions of unavailable terms in external artefacts, an obstacle we avoid in our pragmatic CV setup.

Frames have a long and successful history in AI and with good support of configurable data types and KA forms they are ideally suited for data capture and *drag and drop* conceptual annotation (Schober 2005). Its intuitive object-oriented top down inheritance, e.g. of default slots with values allows for many of the requirements outlined above to be met in one monolithic and coherent format[[15]](#footnote-16). Frames and our rule based approach are also closer to the general procedure of human knowledge generation, as due to its non-monotonic reasoning ability, it allows a KB to be expanded slowly by adding new knowledge with effect on the truth value of already inferred statements. Such ability is only now emerging in the OWL-DL field[[16]](#footnote-17). The Protégé 3 editor is stable and besides data capture and editing, provides a plethora of plugins for processing, validation, querying and visualization. However this virtue can also be seen as burden, as although one single editing environment can handle all needed KR tasks, the GUI becomes rather complex. Non-programmers have difficulties to understand the object oriented modeling principle and users need to learn OKBC-CLIPS, a non-W3C supported KR language.

Compared to DL-based approaches, our approach relies on simple taxonomic CVs, preferring intuitiveness over formal rigidness and making no assumptions on any end user skill other than XML and what an *is-a* hierarchy of terms is.

Our approach has the advantage of being an addition that complements parallel DL approaches applied in the background i.e. for T-Box-reasoning-enabled ontology maintenance tasks, rather than validation through A-Box reasoning on data. In an additional reverse approach, lexical patterns in term names can still be exploited to support DL axiomatisation of CVs. However, efforts to axiomatise the GO taxonomy were perceived as a very time consuming endeavor (Wroe 2003). As DL tools become more mature and computational power increases, classification, consistency checks via T-Box tableau reasoning can later still be done on such axiomatised DL ontologies.

The approach to outsource completeness and consistency checks into XML rules suits large data sets better, as rule systems are faster than the slow DL tableau reasoning approaches. Besides performance, they are also better coping with unfinished and incomplete/missing data as rules act rather locally, whereas one distant missing axiom can render a whole DL KB branch invalid.

On another line, the separation of CV term creation and their formal semantic definition and validation can be seen as outsourcing the ‘business logic’ from the data layer, enabling more freedom on the end user side. Conflating the validation layer with the terminology layer makes the overall artefact not only hard to grasp for end users, but it also decreases shell-wise processing as all KR idioms are inherently dependent on and interrelated with each other.

Our approach is also rather flexible with datatype specifications, i.e. allows capturing value-unit pairs.

We propose to let the pragmatic life-science users and academic formal logics ontologists do what they are best in, and leverage on the best of both worlds, i.e. by connecting them in a two-tiered hybrid approach along what was already proposed in Cornet (2005). This way, CVs in our simple set-up can leverage from DL axiomatised top level resources, even when our nmrML itself stays unaxiomatised, e.g. we imported and subclassed an axiomatised top level ontology (TLO). Running a DL reasoner on nmrCV.owl, a class 'chemical compound formula‘ was detected as inconsistent, because 'chemical compound formula' was asserted as 'information object' AND 'chemical compound attribute' (a subclass of 'quality'), but the TLO declared 'quality' and 'information object' as disjoint[[17]](#footnote-18). But we ask again, would any such loss of distinction of being a quality vs an information content entity really be a source of erroneous scientific interpretation with impact on our use case fulfilment? We feel these questions need a more thorough investigation.

# Conclusions

The omics communities need efficient processing tools and results on available data today and cannot afford to wait until mature DL ontologies are available in sufficient coverage and granularity. These just take too much time to build and it is not clear that they capture what the end-users really need[[18]](#footnote-19). We have outlined justifications for a pragmatic approach for life science data standards, which shifts semantics from ontologies to rules and exemplified them by indicating how they contribute to end-user compliance. Our simple taxonomies/CVs can be built by the life scientists themselves in a peer production approach, ensuring fast growth and sufficient timely domain coverage. The nmrML standard is already sanctioned by the metabolomics standards initiative and is accepted by major opensource NMR data processing tools. It will serve the MetaboLights repository (Haug 2013), and other metabolomics data repositories, with a stable storage format. Also tools and parsers are easy to build as we exclusively leverage on established methods and formats. Many aspects of Minimum Information on an NMR experiment (MI NMR, Rubtsov 2007) can already be captured and validated with our set-up. The outsourcing of semantics into rule sets allows us to be flexible, e.g. having settings to validate either the basic nmrML raw data level or at a more comprehensive MI NMR compliance level, depending on the needs of the user. Specifying such stringency levels in a DL KB would be more difficult due to the inherently non-local behavior of the reasoning algorithms.

Positive feedback by vendors at the Metabolomics 2014 conference and the offer to support nmrML parsers in the ChenomX NMR suite hint for a good ‘buy in’ even from commercial companies, which often look at OWL-DL formalisms with suspicion.

To conclude, the XML/XSD based CV usage is well suited to meet the COSMOS requirements for an easy to understand data standard and to capture our experimental data, whereas OWL-DL better suited to formalize background knowledge, and aid in ontology maintenance and audit.
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