CS6140 Assignment 4

Chengbo Gu

### 1. JWHT Chapter 7, Problem 1

### 2. JWHT Chapter 7, Problem 3

set.seed(123)  
Rawdata <- read.table("SouthAfricanHeartDisease.txt", sep=",",   
 stringsAsFactors = FALSE, header = TRUE)  
#Rawdata[,11] <- as.factor(Rawdata[,11])  
Mydata <- Rawdata[,-6]  
Mydata <- Mydata[,-1]  
  
# for naive bayes  
predictors <- Mydata[,1:8]  
means <- apply(predictors, 2, mean)  
sds <- apply(predictors, 2, sd)  
  
predictors <- t(apply(predictors, 1, function(x) (x-means)/sds))  
response <- Mydata[,9]  
  
train <- sample(x=1:nrow(Mydata), size=nrow(Mydata)/2)  
trainResponse <- response[train]  
testResponse <- response[-train]  
  
trainPredictors <- predictors[train,]  
testPredictors <- predictors[-train,]  
  
# for others  
Mydata <- Rawdata[,-1]  
Mydata[,5][Mydata[,5]=="Present"] <- 1  
Mydata[,5][Mydata[,5]=="Absent"] <- 0  
Mydata[,5] <- as.integer(Mydata[,5])  
trainSet <- Mydata[train,]  
testSet <- Mydata[-train,]

### problem 3. Naive Bayes classifier

# leave-one-out cross validation  
# only support response contains 0 and 1  
naive.bayes.cv <- function(lambda.seq, predictors, response){  
 miscl <- rep(NA, length(lambda.seq))  
 missd <- rep(NA, length(lambda.seq))  
 for (k in 1:length(lambda.seq)) {  
 lambda <- lambda.seq[k]  
 n <- length(response)  
 naiveBayes.raw <- rep(NA, n)  
 for (i in 1:n) {  
 data.tr.predictors <- predictors[-i,]  
 data.tr.response <- response[-i]  
 data.test.predictors <- predictors[i,]  
 data.test.response <- response[i]  
 density <- dnorm(abs(data.test.predictors - data.tr.predictors)/lambda, mean = 0, sd=1)  
 #print(density)  
 ones <- which(data.tr.response %in% c(1))  
 response.ones <- which(response %in% c(1))  
   
 len.ones <- length(response.ones)  
 len.zeros <- n - len.ones  
 prior.ones <- len.ones/n  
 prior.zeros <- len.zeros/n  
   
 density.ones <- density[ones,]  
 density.zeros <- density[-ones,]  
   
 density.one <- prod(apply(density.ones, 2, sum)/len.ones)  
 density.zero <- prod(apply(density.zeros, 2, sum)/len.zeros)  
   
 prob.one <- prior.ones \* density.one / (prior.ones \* density.one + prior.zeros \* density.zero)  
 naiveBayes.raw[i] <- prob.one   
 }  
 cl <- sapply(naiveBayes.raw, function(x) x>0.5)  
 miscl[k] <- 1-mean(cl == response)  
 missd[k] <- sd(cl == response)  
 }  
 plot(lambda.seq, miscl, ylim=c(0.25, 0.5), ylab="misclassification rate", xlab="lambda")  
 lines(lambda.seq, miscl)  
 abline(v=lambda.seq[which.min(miscl)], col="red", lty=3)  
 cat("Best lambda is :", lambda.seq[which.min(miscl)],"\n")  
}  
  
lambda.seq <- seq(0.01, 2, 0.01)  
naive.bayes.cv(lambda.seq, trainPredictors, trainResponse)
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## Best lambda is : 1.2

# using train dataset  
naive.bayes.cl <- function(lambda, predictors, response, trainPredictors) {  
 n <- length(response)  
 naiveBayes.raw <- rep(NA, n)  
 for (i in 1:n) {  
  
 data.test.predictors <- predictors[i,]  
 density <- dnorm(abs(data.test.predictors - trainPredictors)/lambda, mean = 0, sd=1)  
  
 ones <- which(trainResponse %in% c(1))  
 response.ones <- which(trainResponse %in% c(1))  
   
 len.ones <- length(response.ones)  
 len.zeros <- length(trainResponse) - len.ones  
 prior.ones <- len.ones/length(trainResponse)  
 prior.zeros <- len.zeros/length(trainResponse)  
   
 density.ones <- density[ones,]  
 density.zeros <- density[-ones,]  
  
 density.one <- prod(apply(density.ones, 2, sum)/len.ones)  
 density.zero <- prod(apply(density.zeros, 2, sum)/len.zeros)  
   
 prob.one <- prior.ones \* density.one / (prior.ones \* density.one + prior.zeros \* density.zero)  
 naiveBayes.raw[i] <- prob.one   
 }  
 return(naiveBayes.raw)  
}  
naiveBayes.scores <- naive.bayes.cl(1.2, testPredictors, testResponse, trainPredictors)

lda.fit <- lda(x=as.matrix(trainPredictors), grouping= as.factor(trainResponse), cv=TRUE)

# lda  
# ROC on the validation set  
scores <- predict(lda.fit, newdata= testPredictors)$posterior[,2]  
pred <- prediction( scores, labels= testResponse )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 1, main="ROCs on validation set")  
# print out the area under the curve  
lda.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
# naive bayes  
pred <- prediction(naiveBayes.scores, labels=testResponse)  
perf <- performance(pred, "tpr", "fpr")  
  
# plot the ROC curve  
plot(perf, col= 2, add=T)  
# print out the area under the curve  
naive.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
legend(0.7,0.3, c("LDA", "naive bayes"), col=c(1:2), lty=1)
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### problem 4. Tree-based Methods

##### (a) JWHT Chapter 8, Problem 9, but using the "South African Heart Disease" dataset

###### (a-b)

tree.cl <- tree(as.factor(chd) ~ ., data=trainSet)  
summary(tree.cl)

##   
## Classification tree:  
## tree(formula = as.factor(chd) ~ ., data = trainSet)  
## Number of terminal nodes: 26   
## Residual mean deviance: 0.5249 = 107.6 / 205   
## Misclassification error rate: 0.1169 = 27 / 231

Training error rate is 11.69%. There are 26 terminal nodes.

###### (c)

tree.cl

## node), split, n, deviance, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 231 300.500 0 ( 0.64502 0.35498 )   
## 2) tobacco < 0.22 67 40.400 0 ( 0.91045 0.08955 )   
## 4) sbp < 141 49 0.000 0 ( 1.00000 0.00000 ) \*  
## 5) sbp > 141 18 22.910 0 ( 0.66667 0.33333 )   
## 10) obesity < 29.41 12 16.640 0 ( 0.50000 0.50000 )   
## 20) adiposity < 19.91 5 5.004 0 ( 0.80000 0.20000 ) \*  
## 21) adiposity > 19.91 7 8.376 1 ( 0.28571 0.71429 ) \*  
## 11) obesity > 29.41 6 0.000 0 ( 1.00000 0.00000 ) \*  
## 3) tobacco > 0.22 164 226.500 0 ( 0.53659 0.46341 )   
## 6) famhist < 0.5 83 99.830 0 ( 0.71084 0.28916 )   
## 12) sbp < 113 6 5.407 1 ( 0.16667 0.83333 ) \*  
## 13) sbp > 113 77 86.050 0 ( 0.75325 0.24675 )   
## 26) age < 44 31 19.710 0 ( 0.90323 0.09677 )   
## 52) tobacco < 1.45 14 0.000 0 ( 1.00000 0.00000 ) \*  
## 53) tobacco > 1.45 17 15.840 0 ( 0.82353 0.17647 )   
## 106) alcohol < 18.155 9 11.460 0 ( 0.66667 0.33333 ) \*  
## 107) alcohol > 18.155 8 0.000 0 ( 1.00000 0.00000 ) \*  
## 27) age > 44 46 59.440 0 ( 0.65217 0.34783 )   
## 54) typea < 50.5 18 12.560 0 ( 0.88889 0.11111 )   
## 108) ldl < 3.435 5 6.730 0 ( 0.60000 0.40000 ) \*  
## 109) ldl > 3.435 13 0.000 0 ( 1.00000 0.00000 ) \*  
## 55) typea > 50.5 28 38.820 1 ( 0.50000 0.50000 )   
## 110) ldl < 3.865 10 10.010 0 ( 0.80000 0.20000 )   
## 220) sbp < 135 5 0.000 0 ( 1.00000 0.00000 ) \*  
## 221) sbp > 135 5 6.730 0 ( 0.60000 0.40000 ) \*  
## 111) ldl > 3.865 18 22.910 1 ( 0.33333 0.66667 )   
## 222) alcohol < 2.57 8 6.028 1 ( 0.12500 0.87500 ) \*  
## 223) alcohol > 2.57 10 13.860 0 ( 0.50000 0.50000 )   
## 446) ldl < 4.735 5 5.004 1 ( 0.20000 0.80000 ) \*  
## 447) ldl > 4.735 5 5.004 0 ( 0.80000 0.20000 ) \*  
## 7) famhist > 0.5 81 105.700 1 ( 0.35802 0.64198 )   
## 14) adiposity < 34.05 70 94.970 1 ( 0.41429 0.58571 )   
## 28) age < 51.5 38 52.260 0 ( 0.55263 0.44737 )   
## 56) typea < 55.5 21 25.130 0 ( 0.71429 0.28571 )   
## 112) ldl < 6.2 14 11.480 0 ( 0.85714 0.14286 )   
## 224) ldl < 2.805 5 6.730 0 ( 0.60000 0.40000 ) \*  
## 225) ldl > 2.805 9 0.000 0 ( 1.00000 0.00000 ) \*  
## 113) ldl > 6.2 7 9.561 1 ( 0.42857 0.57143 ) \*  
## 57) typea > 55.5 17 22.070 1 ( 0.35294 0.64706 )   
## 114) sbp < 125 5 0.000 1 ( 0.00000 1.00000 ) \*  
## 115) sbp > 125 12 16.640 0 ( 0.50000 0.50000 )   
## 230) alcohol < 11.985 5 5.004 0 ( 0.80000 0.20000 ) \*  
## 231) alcohol > 11.985 7 8.376 1 ( 0.28571 0.71429 ) \*  
## 29) age > 51.5 32 35.990 1 ( 0.25000 0.75000 )   
## 58) obesity < 24.065 9 0.000 1 ( 0.00000 1.00000 ) \*  
## 59) obesity > 24.065 23 29.720 1 ( 0.34783 0.65217 )   
## 118) ldl < 5 9 11.460 0 ( 0.66667 0.33333 ) \*  
## 119) ldl > 5 14 11.480 1 ( 0.14286 0.85714 )   
## 238) sbp < 136 5 6.730 1 ( 0.40000 0.60000 ) \*  
## 239) sbp > 136 9 0.000 1 ( 0.00000 1.00000 ) \*  
## 15) adiposity > 34.05 11 0.000 1 ( 0.00000 1.00000 ) \*

1. adiposity > 34.05 11 0.000 1 ( 0.00000 1.00000 ) To go to the 15th terminal node, adiposity should be greater than 34.05, there is 1 observation in this branch, the deviance is 0, the prediction is chd = 1 with probability 1.

###### (d)

plot(tree.cl)  
text(tree.cl ,pretty =0, cex=0.5)
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Initial tree built for training set without pruning.

###### (e)

tree.pred <- predict (tree.cl , testSet, type ="class")  
table(tree.pred, testSet[,10])

##   
## tree.pred 0 1  
## 0 117 40  
## 1 36 38

The misclassification rate for testing set is 32.90%.

###### (f-i)

set.seed(258)  
cv.tree.cl =cv.tree(tree.cl , FUN=prune.misclass)  
plot(cv.tree.cl$size ,cv.tree.cl$dev ,type="b", ylab="Cross-validation Error Rate (Deviance)", xlab="Tree Size")
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prune.tree =prune.misclass (tree.cl ,best =3)  
plot(prune.tree)  
text(prune.tree ,pretty =0, cex=0.6)
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###### (j)

tree.prune.train.pred <- predict(prune.tree, trainSet, type="class")  
mean(tree.prune.train.pred != trainSet[,10])

## [1] 0.2554113

prune.train.acc <- 1-mean(tree.prune.train.pred != trainSet[,10])

The misclassification rate on training set of pruned tree is 25.54% which is higher than the one (11.69%) of unpruned tree.

###### (k)

tree.prune.test.pred <- predict (prune.tree , testSet, type="class")  
mean(tree.prune.test.pred != testSet[,10])

## [1] 0.3376623

prune.test.acc <- 1-mean(tree.prune.test.pred != testSet[,10])

The misclassification rate on testing set of pruned tree is 33.77% which is lower than the one (38.53%) of unpruned tree.

##### (b) Bagging

B.seq <- seq(1, 300, 2)  
acc.train.seq.bag <- rep(NA, length(B.seq))  
acc.test.seq.bag <- rep(NA, length(B.seq))  
set.seed (123)  
for (i in 1:length(B.seq)) {  
 bagging <- randomForest(as.factor(chd)~.,data=trainSet , mtry=9, importance =TRUE, ntree = B.seq[i])  
 #acc.train.seq.OOB[i] <- (bagging$confusion[1,1] + bagging$confusion[2,2])/dim(trainSet)[1]  
 pred.bagging <- predict(bagging, trainSet)  
 acc.train.seq.bag[i] <- mean(pred.bagging == trainSet[,10])  
   
 pred.bagging <- predict(bagging ,newdata =testSet)  
 acc.test.seq.bag[i] <- mean(pred.bagging == testSet[,10])  
}

plot(B.seq, acc.train.seq.bag, ylim=c(0.2,1), type="l", xlab="Number of Trees", ylab="Bagging Accuracy on Training Set", lwd=2)  
#lines(B.seq, acc.train.seq, ylim=c(0.2,1))  
abline(h=prune.train.acc, col="darkgreen", lty=3, lwd=1)  
legend(200,0.4, c("bagging", "single pruned tree"),  
 lty=c(1,3), lwd=c(2,1),col=c("black", "darkgreen"))
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plot(B.seq, acc.test.seq.bag, ylim=c(0.3,1), type="l", xlab="Number of Trees", ylab="Bagging Accuracy on Test Set", lwd=2)  
#lines(B.seq, acc.test.seq, ylim=c(0.6,0.8))  
abline(h=prune.test.acc, col="darkgreen", lty=3, lwd=1)  
legend(200,0.5, c("bagging", "single pruned tree"),  
 lty=c(1,3), lwd=c(2,1),col=c("black", "darkgreen"))
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#bagging  
#(bagging$confusion[1,1] + bagging$confusion[2,2])/dim(trainSet)[1]

# cross-validation to choose number of Trees on Bagging  
set.seed(321)  
data <- trainSet  
n <- dim(trainSet)[1]  
index <- 1:n  
K <- 10  
flds <- createFolds(index, k=K)  
miscl.cv <- rep(NA, length(B.seq))  
  
for (j in 1:length(B.seq)){  
 miscl.cv.raw <- rep(NA, K)  
 for (i in 1:K){  
 testID <- flds[[i]]  
 data.tr <- data[-testID,]  
 data.test <- data[testID,]  
 tree.cv <- randomForest(as.factor(chd)~.,data=data.tr , mtry=9, importance =TRUE, ntree = B.seq[j])  
 tree.cv.pred <- predict(tree.cv, newdata = data.test, type = "c")  
 #fnr.cv.raw[i] <- sum(tree.cv.pred == "FALSE" & data.test$IsB == "TRUE")/sum(data.test$IsB == "TRUE")  
 miscl.cv.raw[i] <- mean(tree.cv.pred != data.test[,10])  
 }  
 miscl.cv[j] <- mean(miscl.cv.raw)  
}

plot(B.seq, miscl.cv, type="l", lwd=2.5, ylim=c(0.25,0.5),   
 xlab= "Number of Trees", ylab="misclassification rate", main="Cross Validation of Bagging")  
abline(v=B.seq[which.min(miscl.cv)], lty=3, col="red")
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cat("Best B for Bagging is :", B.seq[which.min(miscl.cv)], "\n")

## Best B for Bagging is : 31

##### (c) RandomForest

acc.train.seq.sqrt <- rep(NA, length(B.seq))  
acc.test.seq.sqrt <- rep(NA, length(B.seq))  
acc.train.seq.by2 <- rep(NA, length(B.seq))  
acc.test.seq.by2 <- rep(NA, length(B.seq))  
set.seed (123)  
for (i in 1:length(B.seq)) {  
   
 rf.tree.sqrt <- randomForest(as.factor(chd)~., data=trainSet , mtry=sqrt(9), importance =TRUE, ntree = B.seq[i])  
 rf.tree.by2 <- randomForest(as.factor(chd)~., data=trainSet , mtry=9/2, importance =TRUE, ntree = B.seq[i])  
   
 #acc.train.seq.OOB.sqrt[i] <- (rf.tree.sqrt$confusion[1,1] + rf.tree.sqrt$confusion[2,2])/dim(trainSet)[1]  
 pred.rf.sqrt <- predict (rf.tree.sqrt, newdata = trainSet)  
 acc.train.seq.sqrt[i] <- mean(pred.rf.sqrt ==trainSet[,10])  
   
 pred.rf.sqrt <- predict (rf.tree.sqrt ,newdata = testSet)  
 acc.test.seq.sqrt[i] <- mean(pred.rf.sqrt == testSet[,10])  
  
 #acc.train.seq.by2[i] <- (rf.tree.by2$confusion[1,1] + rf.tree.by2$confusion[2,2])/dim(trainSet)[1]  
 pred.rf.by2 <- predict(rf.tree.by2, trainSet)  
 acc.train.seq.by2[i] <- mean(pred.rf.by2 == trainSet[,10])   
  
   
 pred.rf.by2 <- predict (rf.tree.by2 ,newdata =testSet)  
 acc.test.seq.by2[i] <- mean(pred.rf.by2 == testSet[,10])   
}

predict(rf.tree.sqrt, testSet, type='prob') for ROC CURVE

# black: rf with sqrt(p) features  
# red: rf with p/2 features  
# blue: bagging  
# purple: single pruned tree  
plot(B.seq, acc.train.seq.sqrt, ylim=c(0.2,1), type="l", xlab="Number of Trees", ylab="Randomforest Accuracy on Training Set", lwd=2)  
lines(B.seq, acc.train.seq.by2, col="red", lwd=2)  
lines(B.seq, acc.train.seq.bag, col="blue", lwd=2)  
abline(h=prune.train.acc, col="darkgreen", lty=3, lwd=1)  
legend(200,0.5, c("rf m=sqrt(p)", "rf m=p/2", "bagging", "single pruned tree"),  
 lty=c(1,1,1,3), lwd=c(2,2,2,1),col=c("black","red", "blue", "darkgreen"))
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plot(B.seq, acc.test.seq.sqrt, ylim=c(0.2,1), type="l", xlab="Number of Trees", ylab="Randomforest Accuracy on Test Set", lwd=2)  
lines(B.seq, acc.test.seq.by2, col="red", lwd=2)  
lines(B.seq, acc.test.seq.bag, col="blue", lwd=2)  
abline(h=prune.test.acc, col="darkgreen", lty=3, lwd=1)  
legend(200,0.5, c("rf m=sqrt(p)", "rf m=p/2", "bagging", "single pruned tree"),  
 lty=c(1,1,1,3), lwd=c(2,2,2,1),col=c("black","red", "blue", "darkgreen"))
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# cross-validation to choose number of Trees on RandomForest  
set.seed(321)  
data <- trainSet  
n <- dim(trainSet)[1]  
index <- 1:n  
K <- 10  
flds <- createFolds(index, k=K)  
miscl.sqrt.cv <- rep(NA, length(B.seq))  
miscl.by2.cv <- rep(NA, length(B.seq))  
  
for (j in 1:length(B.seq)){  
 miscl.sqrt.cv.raw <- rep(NA, K)  
 miscl.by2.cv.raw <- rep(NA, K)  
 for (i in 1:K){  
 testID <- flds[[i]]  
 data.tr <- data[-testID,]  
 data.test <- data[testID,]  
 tree.cv <- randomForest(as.factor(chd)~.,data=data.tr , mtry=sqrt(9), importance =FALSE, ntree = B.seq[j])  
 tree.cv.pred <- predict(tree.cv, newdata = data.test, type = "c")  
 miscl.sqrt.cv.raw[i] <- mean(tree.cv.pred != data.test[,10])  
   
 tree.cv <- randomForest(as.factor(chd)~.,data=data.tr , mtry=9/2, importance =FALSE, ntree = B.seq[j])  
 tree.cv.pred <- predict(tree.cv, newdata = data.test, type = "c")  
 miscl.by2.cv.raw[i] <- mean(tree.cv.pred != data.test[,10])  
 }  
 miscl.sqrt.cv[j] <- mean(miscl.sqrt.cv.raw)  
 miscl.by2.cv[j] <- mean(miscl.by2.cv.raw)  
}

plot(B.seq, miscl.sqrt.cv, type="l", lwd=2.5, ylim=c(0.2,0.5),   
 xlab= "Number of Trees", ylab="misclassification rate", main="Cross Validation of RandomForest")  
lines(B.seq, miscl.by2.cv, lwd=2.5, col="red")  
abline(v=B.seq[which.min(miscl.sqrt.cv)], lty=3, col="black", lwd=2)  
abline(v=B.seq[which.min(miscl.by2.cv)], lty=3, col="red", lwd=2)  
legend(230,0.5, c("m=sqrt(p)", "m=p/2"),  
 lty=c(1,1), lwd=c(2,2),col=c("black", "red"))
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cat("Best B for RandomForest with m=sqrt(p) is :", B.seq[which.min(miscl.sqrt.cv)], "\n")

## Best B for RandomForest with m=sqrt(p) is : 79

cat("Best B for RandomForest with m=p/2 is :", B.seq[which.min(miscl.by2.cv)], "\n")

## Best B for RandomForest with m=p/2 is : 13

##### (d) Boosting

set.seed(123)  
grid <- seq(0.01, 5, 0.05)  
acc.train.seq.boost <- rep(NA, length(grid))  
acc.test.seq.boost <- rep(NA, length(grid))  
for (i in 1:length(grid)) {  
 boost.tree <- gbm(chd~., data=trainSet, distribution="bernoulli", n.trees =1000, interaction.depth=4, shrinkage=grid[i])  
 boost.tree.train.pred <- predict(boost.tree, data=trainSet, n.trees=1000, type="response") > 0.5  
 acc.train.seq.boost[i] <- mean(boost.tree.train.pred == trainSet$chd)  
  
 boost.tree.test.pred <- predict(boost.tree, data=testSet, n.trees=1000, type="response") > 0.5  
 acc.test.seq.boost[i] <- mean(boost.tree.test.pred == testSet$chd)  
}

# black: train  
# red: test  
plot(grid, acc.train.seq.boost, type="l", xlim=c(0,5), ylim=c(0,1), xlab="lambda", ylab="Accuracy", lwd=2, main="Boosting Accuracy Vs lambda")  
lines(grid, acc.test.seq.boost, type="l", col="red", lwd=2)  
  
legend(0,0.2, c("Training Set", "Test Set"),  
 lty=c(1,1), lwd=c(2,2),col=c("black", "red"))
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# cross-validation to choose lambda on Boosting  
set.seed(321)  
data <- trainSet  
n <- dim(trainSet)[1]  
index <- 1:n  
K <- 10  
flds <- createFolds(index, k=K)  
miscl.cv <- rep(NA, length(grid))  
  
for (j in 1:length(grid)){  
 miscl.cv.raw <- rep(NA, K)  
 for (i in 1:K){  
 testID <- flds[[i]]  
 data.tr <- data[-testID,]  
 data.test <- data[testID,]  
 tree.cv <- gbm(chd~., data=data.tr, distribution="bernoulli", n.trees =1000, interaction.depth=4, shrinkage=grid[i])  
 tree.cv.pred <- predict(tree.cv, newdata = data.test, type = "response", n.trees=1000) > 0.5  
 #fnr.cv.raw[i] <- sum(tree.cv.pred == "FALSE" & data.test$IsB == "TRUE")/sum(data.test$IsB == "TRUE")  
 miscl.cv.raw[i] <- mean(tree.cv.pred != data.test[,10])  
 }  
 miscl.cv[j] <- mean(miscl.cv.raw)  
}

plot(grid, miscl.cv, type="l", lwd=2, ylim=c(0.3,0.5), xlab="lambda", ylab="misclassification rate",  
 main="Cross Validation of Boosting")  
abline(v=grid[which.min(miscl.cv)], col="red", lty=3)
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cat("Best lambda for Boosting with B=1000 is :", grid[which.min(miscl.cv)], "\n")

## Best lambda for Boosting with B=1000 is : 0.61

boosting.tree <- gbm(chd~., data=trainSet, distribution="bernoulli", n.trees=1000, interaction.depth=4, shrinkage=0.61)  
summary(boosting.tree)
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## var rel.inf  
## tobacco tobacco 17.864434  
## age age 16.165435  
## ldl ldl 12.700520  
## alcohol alcohol 11.161555  
## adiposity adiposity 11.152392  
## typea typea 10.107254  
## sbp sbp 9.931618  
## obesity obesity 7.762373  
## famhist famhist 3.154419

#boosting.pred <- predict(boosting.tree, testSet, type='response', n.trees=1000)  
#pred <- prediction(boosting.pred, labels= testSet$chd )  
#mean((boosting.pred > 0.5) == testSet$chd)

### 5. JWHT Chapter 9, Problem 3.

##### (a)

x1 <- c(3,2,4,1,2,4,4)  
x2 <- c(4,2,4,4,1,3,1)  
y <- c("red", "red","red","red","blue","blue","blue")  
plot(x1,x2, col=y)
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##### (b)

plot(x1,x2, col=y)  
abline(a=-0.5, b=1)  
abline(a=0, b=1, lty=3)  
abline(a=-1, b=1, lty=3)

![](data:image/png;base64,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)

The hyperplane here is :

##### (c)

The classification rule is:

Red if

Blue if

##### (d)

The margin here is the perpendicular distance from one dotted line to the solid line.

And the value of the margin is .

##### (e)

The support vectors are:

(2,1),(2,2),(4,3),(4,4)

##### (f)

For SVM, the points that would affect the hyperplane are the support vectors.

Clearly the seventh point (4,1) is not a support vector and far from the hyperplane.

Thus, a slight movement of the seventh observation would not affect the maximal margin hyperplane.

##### (g)

plot(x1,x2, col=y)  
abline(a=-0.3, b=1)  
abline(a=0, b=1, lty=3)  
abline(a=-0.6, b=1, lty=3)
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There are infinite number of hyperplanes that are not the optimal ones. Here is one with .

##### (h)

x1 <- c(3,2,4,1,2,4,4,4)  
x2 <- c(4,2,4,4,1,3,1,1.5)  
y <- c("red", "red","red","red","blue","blue","blue", "red")  
plot(x1,x2, col=y)

![](data:image/png;base64,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)

The two classes won't be linearly separable with an additional red point (4, 1.5).

### 6. In this problem, we will investigate the use of support vector machines and neural networks.

##### (a) Train support vector machine the "South African Heart Disease" dataset, and evaluate its performance on the validation set.

svmdata <- Mydata  
svmdata$chd[svmdata$chd == 0] <- -1  
svm.trainSet <- svmdata[train,]  
svm.testSet <- svmdata[-train,]

set.seed(123)  
tune.out <- tune(svm , as.factor(chd)~., data=svm.trainSet, kernel ="radial",   
 ranges =list(cost=c(0.01, 0.1, 1, 10 ,100 ,1000), gamma=c(0.005, 0.01, 0.05, 0.1, 0.5, 1,2,3,4)))  
svm.best <- tune.out$best.model  
summary(tune.out)

##   
## Parameter tuning of 'svm':  
##   
## - sampling method: 10-fold cross validation   
##   
## - best parameters:  
## cost gamma  
## 10 0.01  
##   
## - best performance: 0.2731884   
##   
## - Detailed performance results:  
## cost gamma error dispersion  
## 1 1e-02 0.005 0.3554348 0.08544121  
## 2 1e-01 0.005 0.3554348 0.08544121  
## 3 1e+00 0.005 0.3382246 0.09257879  
## 4 1e+01 0.005 0.2903986 0.09032997  
## 5 1e+02 0.005 0.2731884 0.09710325  
## 6 1e+03 0.005 0.3594203 0.07723428  
## 7 1e-02 0.010 0.3554348 0.08544121  
## 8 1e-01 0.010 0.3554348 0.08544121  
## 9 1e+00 0.010 0.3295290 0.08877613  
## 10 1e+01 0.010 0.2731884 0.09924274  
## 11 1e+02 0.010 0.3159420 0.08663386  
## 12 1e+03 0.010 0.3983696 0.08680731  
## 13 1e-02 0.050 0.3554348 0.08544121  
## 14 1e-01 0.050 0.3554348 0.08544121  
## 15 1e+00 0.050 0.2817029 0.09521647  
## 16 1e+01 0.050 0.3161232 0.08975165  
## 17 1e+02 0.050 0.3815217 0.09509748  
## 18 1e+03 0.050 0.3894928 0.07575555  
## 19 1e-02 0.100 0.3554348 0.08544121  
## 20 1e-01 0.100 0.3554348 0.08544121  
## 21 1e+00 0.100 0.2947464 0.08979552  
## 22 1e+01 0.100 0.3813406 0.08540471  
## 23 1e+02 0.100 0.3855072 0.07332818  
## 24 1e+03 0.100 0.3768116 0.05158009  
## 25 1e-02 0.500 0.3554348 0.08544121  
## 26 1e-01 0.500 0.3554348 0.08544121  
## 27 1e+00 0.500 0.3596014 0.08807839  
## 28 1e+01 0.500 0.3981884 0.06655565  
## 29 1e+02 0.500 0.3981884 0.06655565  
## 30 1e+03 0.500 0.3981884 0.06655565  
## 31 1e-02 1.000 0.3554348 0.08544121  
## 32 1e-01 1.000 0.3554348 0.08544121  
## 33 1e+00 1.000 0.3597826 0.09314484  
## 34 1e+01 1.000 0.4202899 0.08855219  
## 35 1e+02 1.000 0.4202899 0.08855219  
## 36 1e+03 1.000 0.4202899 0.08855219  
## 37 1e-02 2.000 0.3554348 0.08544121  
## 38 1e-01 2.000 0.3554348 0.08544121  
## 39 1e+00 2.000 0.3554348 0.08544121  
## 40 1e+01 2.000 0.3641304 0.09353863  
## 41 1e+02 2.000 0.3641304 0.09353863  
## 42 1e+03 2.000 0.3641304 0.09353863  
## 43 1e-02 3.000 0.3554348 0.08544121  
## 44 1e-01 3.000 0.3554348 0.08544121  
## 45 1e+00 3.000 0.3554348 0.08544121  
## 46 1e+01 3.000 0.3554348 0.08544121  
## 47 1e+02 3.000 0.3554348 0.08544121  
## 48 1e+03 3.000 0.3554348 0.08544121  
## 49 1e-02 4.000 0.3554348 0.08544121  
## 50 1e-01 4.000 0.3554348 0.08544121  
## 51 1e+00 4.000 0.3554348 0.08544121  
## 52 1e+01 4.000 0.3554348 0.08544121  
## 53 1e+02 4.000 0.3554348 0.08544121  
## 54 1e+03 4.000 0.3554348 0.08544121

##### (b) Train neural networks on the training set of the "South African Heart Disease" dataset, and evaluate its performance on the validation set.

set.seed(666)  
data <- trainSet  
n <- dim(trainSet)[1]  
index <- 1:n  
K <- 10  
flds <- createFolds(index, k=K)  
sizes <- seq(1, 20, 1)  
miscl.cv <- rep(NA, length(sizes))  
  
  
for (j in 1:length(sizes)){  
 miscl.cv.raw <- rep(NA, K)  
 for (i in 1:K){  
 testID <- flds[[i]]  
 data.tr <- data[-testID,]  
 #rownames(data.tr) <- c(1:dim(data.tr)[1])  
 ideal <- class.ind(data.tr$chd)  
 data.test <- data[testID,]  
 ann.cv <- nnet(data.tr[,-10], ideal, size=sizes[j], softmax=TRUE, maxit = 300, decay = 5e-4)  
 ann.cv.pred <- predict(ann.cv, data.test[,-10], type = "class")  
 miscl.cv.raw[i] <- mean(ann.cv.pred != data.test[,10])  
 }  
 miscl.cv[j] <- mean(miscl.cv.raw)  
}

## # weights: 14  
## initial value 134.040085   
## iter 10 value 133.937021  
## iter 20 value 131.541451  
## iter 30 value 131.013680  
## iter 40 value 131.011333  
## iter 50 value 131.010156  
## final value 131.009632   
## converged  
## # weights: 14  
## initial value 138.729892   
## iter 10 value 128.360971  
## iter 20 value 121.630667  
## iter 30 value 121.367203  
## iter 40 value 121.366756  
## final value 121.366735   
## converged  
## # weights: 14  
## initial value 153.372697   
## iter 10 value 134.168124  
## final value 134.167169   
## converged  
## # weights: 14  
## initial value 147.500663   
## iter 10 value 134.792372  
## final value 134.792368   
## converged  
## # weights: 14  
## initial value 175.387800   
## iter 10 value 135.532394  
## final value 135.531407   
## converged  
## # weights: 14  
## initial value 155.916297   
## iter 10 value 136.998825  
## final value 136.997972   
## converged  
## # weights: 14  
## initial value 135.097642   
## iter 10 value 132.784934  
## iter 20 value 129.088042  
## iter 30 value 129.010988  
## iter 40 value 129.010220  
## iter 50 value 129.007480  
## iter 60 value 129.006508  
## final value 129.006372   
## converged  
## # weights: 14  
## initial value 134.965688   
## iter 10 value 134.955674  
## final value 134.955598   
## converged  
## # weights: 14  
## initial value 203.826218   
## iter 10 value 134.425487  
## iter 20 value 132.863903  
## iter 30 value 126.881141  
## iter 40 value 126.484877  
## iter 50 value 126.476913  
## iter 60 value 126.474989  
## iter 70 value 126.472675  
## iter 80 value 126.471534  
## final value 126.471504   
## converged  
## # weights: 14  
## initial value 157.205097   
## iter 10 value 134.956418  
## final value 134.955659   
## converged  
## # weights: 26  
## initial value 139.340414   
## iter 10 value 133.938359  
## iter 20 value 133.936891  
## final value 133.936843   
## converged  
## # weights: 26  
## initial value 141.184872   
## iter 10 value 132.889359  
## iter 20 value 132.750226  
## iter 30 value 132.749152  
## iter 40 value 132.747861  
## iter 50 value 132.747080  
## iter 60 value 121.289593  
## iter 70 value 113.792487  
## iter 80 value 110.595037  
## iter 90 value 110.533391  
## iter 100 value 110.527117  
## iter 110 value 110.515868  
## iter 120 value 110.507226  
## iter 130 value 110.503482  
## iter 140 value 110.501167  
## iter 150 value 110.500998  
## final value 110.500974   
## converged  
## # weights: 26  
## initial value 175.926423   
## iter 10 value 132.599832  
## iter 20 value 131.605444  
## iter 30 value 130.319276  
## iter 40 value 128.361209  
## iter 50 value 126.789567  
## iter 60 value 126.278697  
## iter 70 value 126.183313  
## iter 80 value 125.705964  
## iter 90 value 124.442129  
## iter 100 value 123.244673  
## iter 110 value 122.999750  
## iter 120 value 122.997196  
## iter 130 value 119.766487  
## iter 140 value 114.906788  
## iter 150 value 112.144107  
## iter 160 value 110.152509  
## iter 170 value 109.880051  
## iter 180 value 109.825446  
## iter 190 value 109.822692  
## iter 200 value 109.810895  
## iter 210 value 109.805728  
## iter 220 value 109.803844  
## iter 220 value 109.803844  
## iter 220 value 109.803844  
## final value 109.803844   
## converged  
## # weights: 26  
## initial value 153.667179   
## iter 10 value 128.774223  
## iter 20 value 125.068986  
## iter 30 value 125.058032  
## iter 40 value 125.056730  
## iter 50 value 125.055184  
## final value 125.055003   
## converged  
## # weights: 26  
## initial value 151.007398   
## iter 10 value 135.533287  
## final value 135.532101   
## converged  
## # weights: 26  
## initial value 140.565780   
## iter 10 value 136.996180  
## final value 136.995830   
## converged  
## # weights: 26  
## initial value 214.517000   
## iter 10 value 134.808074  
## iter 20 value 134.804948  
## iter 30 value 134.792432  
## iter 40 value 130.783226  
## iter 50 value 123.820120  
## iter 60 value 122.033861  
## iter 70 value 121.672123  
## iter 80 value 121.467339  
## iter 90 value 121.459674  
## iter 100 value 120.066070  
## iter 110 value 118.545928  
## iter 120 value 118.386825  
## iter 130 value 118.168321  
## iter 140 value 118.138921  
## final value 118.138273   
## converged  
## # weights: 26  
## initial value 138.445817   
## iter 10 value 121.243093  
## iter 20 value 113.325017  
## iter 30 value 110.334253  
## iter 40 value 110.107845  
## iter 50 value 110.069065  
## iter 60 value 110.058597  
## iter 70 value 110.054724  
## iter 80 value 110.045282  
## iter 90 value 110.038628  
## iter 100 value 110.033148  
## final value 110.032752   
## converged  
## # weights: 26  
## initial value 141.220244   
## iter 10 value 126.138209  
## iter 20 value 120.519772  
## iter 30 value 116.398564  
## iter 40 value 115.498075  
## iter 50 value 114.491192  
## iter 60 value 114.481286  
## iter 70 value 114.477348  
## iter 80 value 114.477028  
## iter 90 value 114.029553  
## iter 100 value 113.163762  
## iter 110 value 111.955536  
## iter 120 value 111.662141  
## iter 130 value 111.655426  
## iter 140 value 111.653479  
## iter 150 value 111.652150  
## iter 160 value 111.651037  
## iter 170 value 111.649899  
## final value 111.649704   
## converged  
## # weights: 26  
## initial value 136.566948   
## iter 10 value 115.614474  
## iter 20 value 110.468273  
## iter 30 value 108.340489  
## iter 40 value 107.791664  
## iter 50 value 107.672467  
## iter 60 value 107.666616  
## iter 70 value 107.663657  
## iter 80 value 107.663389  
## iter 80 value 107.663389  
## final value 107.663389   
## converged  
## # weights: 38  
## initial value 137.446478   
## iter 10 value 133.937901  
## iter 20 value 133.937218  
## iter 30 value 133.936738  
## final value 133.936638   
## converged  
## # weights: 38  
## initial value 184.442349   
## iter 10 value 135.982269  
## iter 20 value 134.823281  
## iter 30 value 130.834100  
## iter 40 value 130.368292  
## iter 50 value 124.717359  
## iter 60 value 123.315918  
## iter 70 value 121.586665  
## iter 80 value 120.436995  
## iter 90 value 120.225762  
## iter 100 value 120.219292  
## iter 110 value 120.103626  
## iter 120 value 118.275324  
## iter 130 value 112.821395  
## iter 140 value 110.491221  
## iter 150 value 108.886932  
## iter 160 value 108.641886  
## iter 170 value 108.606664  
## iter 180 value 108.584865  
## iter 190 value 108.571584  
## iter 200 value 108.570767  
## iter 210 value 108.568412  
## iter 220 value 108.565265  
## iter 230 value 108.565001  
## iter 240 value 108.564700  
## final value 108.564683   
## converged  
## # weights: 38  
## initial value 198.969599   
## iter 10 value 131.869914  
## iter 20 value 128.186605  
## iter 30 value 128.144069  
## iter 40 value 127.306381  
## iter 50 value 127.132889  
## iter 60 value 127.131503  
## iter 70 value 127.129525  
## iter 80 value 126.474466  
## iter 90 value 119.638999  
## iter 100 value 111.515294  
## iter 110 value 111.123923  
## iter 120 value 107.829574  
## iter 130 value 105.983365  
## iter 140 value 105.372992  
## iter 150 value 104.949183  
## iter 160 value 104.508644  
## iter 170 value 104.471699  
## iter 180 value 104.463089  
## iter 190 value 104.282384  
## iter 200 value 103.215317  
## iter 210 value 96.708394  
## iter 220 value 89.288530  
## iter 230 value 85.556954  
## iter 240 value 85.232654  
## iter 250 value 85.168755  
## iter 260 value 84.683687  
## iter 270 value 84.641539  
## iter 280 value 84.629811  
## iter 290 value 84.607239  
## iter 300 value 84.585185  
## final value 84.585185   
## stopped after 300 iterations  
## # weights: 38  
## initial value 308.139691   
## iter 10 value 133.776331  
## iter 20 value 133.764135  
## iter 30 value 132.708157  
## iter 40 value 132.705590  
## iter 50 value 132.703282  
## iter 60 value 131.271308  
## iter 70 value 130.238157  
## iter 80 value 110.366997  
## iter 90 value 107.370381  
## iter 100 value 107.362052  
## iter 110 value 107.357079  
## iter 120 value 105.728136  
## iter 130 value 104.959850  
## iter 140 value 104.918036  
## iter 150 value 104.899782  
## iter 160 value 104.815654  
## iter 170 value 104.795560  
## final value 104.791348   
## converged  
## # weights: 38  
## initial value 141.906845   
## iter 10 value 120.206136  
## iter 20 value 112.490695  
## iter 30 value 111.203081  
## iter 40 value 110.641381  
## iter 50 value 110.334330  
## iter 60 value 110.299399  
## iter 70 value 110.273768  
## iter 80 value 110.257533  
## iter 90 value 110.245691  
## iter 100 value 110.174763  
## iter 110 value 107.754719  
## iter 120 value 103.997515  
## iter 130 value 98.443606  
## iter 140 value 97.756390  
## iter 150 value 97.710280  
## iter 160 value 97.672002  
## iter 170 value 97.659697  
## iter 180 value 97.657859  
## iter 180 value 97.657859  
## final value 97.657859   
## converged  
## # weights: 38  
## initial value 139.085984   
## iter 10 value 135.029005  
## iter 20 value 134.973661  
## iter 30 value 134.972492  
## iter 40 value 134.971756  
## final value 134.971703   
## converged  
## # weights: 38  
## initial value 182.857273   
## iter 10 value 134.790986  
## iter 20 value 131.631830  
## iter 30 value 120.654774  
## iter 40 value 118.498788  
## iter 50 value 117.266059  
## iter 60 value 116.234554  
## iter 70 value 115.990871  
## iter 80 value 115.124070  
## iter 90 value 112.235364  
## iter 100 value 108.583004  
## iter 110 value 105.262567  
## iter 120 value 104.654926  
## iter 130 value 103.457516  
## iter 140 value 102.889097  
## iter 150 value 102.730520  
## iter 160 value 102.712937  
## iter 170 value 102.700842  
## iter 180 value 102.695841  
## iter 190 value 102.694035  
## iter 200 value 102.692055  
## final value 102.691441   
## converged  
## # weights: 38  
## initial value 214.849693   
## iter 10 value 134.957778  
## iter 20 value 119.016852  
## iter 30 value 113.188442  
## iter 40 value 112.991457  
## iter 50 value 112.988869  
## iter 60 value 112.982932  
## iter 70 value 110.479509  
## iter 80 value 105.579223  
## iter 90 value 103.122220  
## iter 100 value 103.075729  
## iter 110 value 103.063991  
## iter 120 value 103.060592  
## iter 130 value 103.059762  
## iter 140 value 103.058590  
## iter 150 value 103.031687  
## iter 160 value 101.251219  
## iter 170 value 100.582375  
## iter 180 value 100.549759  
## iter 190 value 100.541003  
## iter 200 value 100.537186  
## iter 210 value 100.535603  
## iter 220 value 100.534866  
## iter 230 value 100.533977  
## iter 240 value 100.532704  
## iter 250 value 100.531879  
## final value 100.531048   
## converged  
## # weights: 38  
## initial value 152.326148   
## iter 10 value 135.981350  
## iter 20 value 135.166937  
## iter 30 value 134.166271  
## iter 40 value 133.715524  
## iter 50 value 133.694139  
## iter 60 value 133.671354  
## iter 70 value 133.346650  
## iter 80 value 133.334170  
## iter 90 value 133.332688  
## iter 100 value 133.332068  
## iter 110 value 133.331931  
## final value 133.331880   
## converged  
## # weights: 38  
## initial value 153.696936   
## iter 10 value 134.843933  
## iter 20 value 134.286042  
## iter 30 value 133.677501  
## iter 40 value 133.398662  
## iter 50 value 133.341336  
## iter 60 value 133.335585  
## iter 70 value 133.267650  
## iter 80 value 131.530460  
## iter 90 value 126.878815  
## iter 100 value 125.021803  
## iter 110 value 124.159490  
## iter 120 value 115.407893  
## iter 130 value 107.315205  
## iter 140 value 103.017703  
## iter 150 value 102.171929  
## iter 160 value 100.847721  
## iter 170 value 100.290959  
## iter 180 value 100.262942  
## iter 190 value 100.252362  
## iter 200 value 100.037096  
## iter 210 value 99.822521  
## iter 220 value 99.813862  
## iter 230 value 99.812166  
## iter 240 value 99.811981  
## iter 250 value 99.811725  
## iter 260 value 99.811519  
## final value 99.811515   
## converged  
## # weights: 50  
## initial value 208.135355   
## iter 10 value 133.944011  
## iter 20 value 133.786337  
## iter 30 value 127.627291  
## iter 40 value 110.021430  
## iter 50 value 104.585643  
## iter 60 value 103.186215  
## iter 70 value 103.160112  
## iter 80 value 103.140323  
## iter 90 value 103.136118  
## iter 100 value 102.884093  
## iter 110 value 101.892915  
## iter 120 value 97.704944  
## iter 130 value 94.094226  
## iter 140 value 93.661340  
## iter 150 value 93.274116  
## iter 160 value 92.750077  
## iter 170 value 88.225500  
## iter 180 value 85.332077  
## iter 190 value 84.650901  
## iter 200 value 84.454166  
## iter 210 value 84.277297  
## iter 220 value 84.155201  
## iter 230 value 84.103995  
## iter 240 value 83.997066  
## iter 250 value 80.624535  
## iter 260 value 70.170498  
## iter 270 value 66.495494  
## iter 280 value 64.300132  
## iter 290 value 63.032143  
## iter 300 value 61.933370  
## final value 61.933370   
## stopped after 300 iterations  
## # weights: 50  
## initial value 219.694882   
## iter 10 value 134.975919  
## iter 20 value 134.971097  
## iter 30 value 133.797012  
## iter 40 value 130.339000  
## iter 50 value 118.284050  
## iter 60 value 110.539229  
## iter 70 value 107.314883  
## iter 80 value 106.903244  
## iter 90 value 106.869057  
## iter 100 value 106.831898  
## iter 110 value 106.818199  
## iter 120 value 106.798317  
## iter 130 value 106.788978  
## iter 140 value 106.678885  
## iter 150 value 105.549141  
## iter 160 value 103.636376  
## iter 170 value 102.509391  
## iter 180 value 101.626469  
## iter 190 value 101.594776  
## iter 200 value 101.534503  
## iter 210 value 101.484112  
## iter 220 value 101.475161  
## iter 230 value 101.472942  
## iter 240 value 101.471752  
## iter 250 value 101.470998  
## final value 101.470874   
## converged  
## # weights: 50  
## initial value 201.062349   
## iter 10 value 134.172784  
## iter 20 value 134.062250  
## iter 30 value 126.112245  
## iter 40 value 123.481516  
## iter 50 value 119.294784  
## iter 60 value 113.757238  
## iter 70 value 112.529441  
## iter 80 value 111.390542  
## iter 90 value 111.202282  
## iter 100 value 111.185948  
## iter 110 value 111.182788  
## iter 120 value 111.180420  
## iter 130 value 111.180100  
## iter 140 value 111.179714  
## iter 150 value 111.179549  
## iter 160 value 111.179483  
## iter 160 value 111.179483  
## final value 111.179483   
## converged  
## # weights: 50  
## initial value 182.810597   
## iter 10 value 134.793995  
## iter 20 value 129.412557  
## iter 30 value 120.284190  
## iter 40 value 119.864626  
## iter 50 value 119.818073  
## iter 60 value 119.814552  
## iter 70 value 119.228114  
## iter 80 value 115.970052  
## iter 90 value 112.130708  
## iter 100 value 111.725242  
## iter 110 value 111.711686  
## iter 120 value 111.709341  
## iter 130 value 111.708979  
## iter 140 value 111.708766  
## iter 150 value 110.905574  
## iter 160 value 109.713353  
## iter 170 value 104.891124  
## iter 180 value 99.714173  
## iter 190 value 96.593889  
## iter 200 value 95.262403  
## iter 210 value 95.014319  
## iter 220 value 94.934364  
## iter 230 value 94.432725  
## iter 240 value 93.982644  
## iter 250 value 93.662260  
## iter 260 value 93.563350  
## iter 270 value 93.508366  
## iter 280 value 93.478868  
## iter 290 value 93.448939  
## iter 300 value 93.398369  
## final value 93.398369   
## stopped after 300 iterations  
## # weights: 50  
## initial value 145.652438   
## iter 10 value 135.532359  
## iter 20 value 131.991975  
## iter 30 value 126.298599  
## iter 40 value 117.498921  
## iter 50 value 114.560125  
## iter 60 value 111.198722  
## iter 70 value 108.371607  
## iter 80 value 106.971922  
## iter 90 value 105.693029  
## iter 100 value 104.621462  
## iter 110 value 103.951114  
## iter 120 value 103.621404  
## iter 130 value 103.592699  
## iter 140 value 103.585807  
## iter 150 value 103.584365  
## iter 160 value 103.583889  
## iter 170 value 103.582846  
## iter 180 value 103.173829  
## iter 190 value 96.688795  
## iter 200 value 92.345759  
## iter 210 value 91.052257  
## iter 220 value 89.265062  
## iter 230 value 88.467645  
## iter 240 value 88.396968  
## iter 250 value 88.302062  
## iter 260 value 88.207267  
## iter 270 value 88.179232  
## iter 280 value 88.163543  
## iter 290 value 87.555614  
## iter 300 value 87.457385  
## final value 87.457385   
## stopped after 300 iterations  
## # weights: 50  
## initial value 137.072289   
## iter 10 value 134.980014  
## iter 20 value 134.970100  
## iter 30 value 132.360705  
## iter 40 value 130.845076  
## iter 50 value 130.806381  
## iter 60 value 130.805720  
## iter 70 value 126.838075  
## iter 80 value 118.778379  
## iter 90 value 109.222070  
## iter 100 value 106.163691  
## iter 110 value 106.147430  
## iter 120 value 106.054718  
## iter 130 value 104.964865  
## iter 140 value 104.527605  
## iter 150 value 104.395418  
## iter 160 value 104.344963  
## iter 170 value 104.328811  
## iter 180 value 104.326383  
## iter 190 value 104.282560  
## iter 200 value 104.017953  
## iter 210 value 103.801561  
## iter 220 value 100.297670  
## iter 230 value 96.660231  
## iter 240 value 95.797215  
## iter 250 value 95.775107  
## iter 260 value 94.507435  
## iter 270 value 94.171903  
## iter 280 value 93.884853  
## iter 290 value 93.814309  
## iter 300 value 93.548840  
## final value 93.548840   
## stopped after 300 iterations  
## # weights: 50  
## initial value 174.462183   
## iter 10 value 134.796380  
## iter 20 value 134.538120  
## iter 30 value 122.652050  
## iter 40 value 122.548996  
## iter 50 value 122.491777  
## iter 60 value 122.046316  
## iter 70 value 118.042081  
## iter 80 value 117.096434  
## iter 90 value 116.502526  
## iter 100 value 116.000506  
## iter 110 value 114.084976  
## iter 120 value 107.517711  
## iter 130 value 104.837206  
## iter 140 value 104.501029  
## iter 150 value 104.396778  
## iter 160 value 104.124297  
## iter 170 value 102.496198  
## iter 180 value 98.818706  
## iter 190 value 87.054989  
## iter 200 value 78.932403  
## iter 210 value 77.953171  
## iter 220 value 77.588034  
## iter 230 value 77.551744  
## iter 240 value 77.501027  
## iter 250 value 77.168081  
## iter 260 value 77.044077  
## iter 270 value 77.008474  
## iter 280 value 76.985589  
## iter 290 value 76.978906  
## iter 300 value 76.976243  
## final value 76.976243   
## stopped after 300 iterations  
## # weights: 50  
## initial value 155.760404   
## iter 10 value 132.918578  
## iter 20 value 132.904784  
## iter 30 value 130.685126  
## iter 40 value 111.584269  
## iter 50 value 108.783992  
## iter 60 value 108.225559  
## iter 70 value 107.994580  
## iter 80 value 107.944313  
## iter 90 value 107.933900  
## iter 100 value 107.932724  
## iter 110 value 107.925198  
## iter 120 value 107.812891  
## iter 130 value 106.501553  
## iter 140 value 100.852958  
## iter 150 value 96.216330  
## iter 160 value 90.817994  
## iter 170 value 89.253509  
## iter 180 value 88.377946  
## iter 190 value 88.038257  
## iter 200 value 87.828315  
## iter 210 value 87.696499  
## iter 220 value 86.591482  
## iter 230 value 86.530443  
## iter 240 value 86.256617  
## iter 250 value 86.105894  
## iter 260 value 85.237451  
## iter 270 value 83.514505  
## iter 280 value 83.347562  
## iter 290 value 83.303995  
## iter 300 value 83.286992  
## final value 83.286992   
## stopped after 300 iterations  
## # weights: 50  
## initial value 144.052770   
## iter 10 value 134.452460  
## iter 20 value 131.617514  
## iter 30 value 125.356994  
## iter 40 value 121.408524  
## iter 50 value 119.917099  
## iter 60 value 119.885722  
## iter 70 value 119.875066  
## iter 80 value 118.748048  
## iter 90 value 118.484740  
## iter 100 value 118.232901  
## iter 110 value 117.351809  
## iter 120 value 116.127985  
## iter 130 value 115.474720  
## iter 140 value 114.518189  
## iter 150 value 111.603703  
## iter 160 value 111.166868  
## iter 170 value 111.024020  
## iter 180 value 110.491476  
## iter 190 value 110.442069  
## iter 200 value 110.418790  
## iter 210 value 109.418974  
## iter 220 value 107.745246  
## iter 230 value 107.070182  
## iter 240 value 106.833903  
## iter 250 value 106.715734  
## iter 260 value 106.679092  
## iter 270 value 106.638855  
## iter 280 value 106.624203  
## iter 290 value 106.617721  
## iter 300 value 106.614235  
## final value 106.614235   
## stopped after 300 iterations  
## # weights: 50  
## initial value 150.778098   
## iter 10 value 134.957128  
## iter 20 value 131.832660  
## iter 30 value 128.093136  
## iter 40 value 124.209154  
## iter 50 value 123.149534  
## iter 60 value 122.985566  
## iter 70 value 118.594173  
## iter 80 value 112.455239  
## iter 90 value 111.032425  
## iter 100 value 110.979089  
## iter 110 value 110.955857  
## iter 120 value 110.949347  
## iter 130 value 110.934728  
## iter 140 value 109.797945  
## iter 150 value 106.490015  
## iter 160 value 104.499095  
## iter 170 value 103.829696  
## iter 180 value 103.434760  
## iter 190 value 103.220433  
## iter 200 value 103.196061  
## iter 210 value 103.189076  
## iter 220 value 103.183187  
## iter 230 value 102.021013  
## iter 240 value 101.788405  
## iter 250 value 101.754677  
## iter 260 value 101.752861  
## iter 270 value 101.752004  
## iter 280 value 101.751846  
## final value 101.751833   
## converged  
## # weights: 62  
## initial value 140.292316   
## iter 10 value 128.968795  
## iter 20 value 125.242691  
## iter 30 value 123.837794  
## iter 40 value 123.812019  
## iter 50 value 123.802947  
## iter 60 value 123.795845  
## iter 70 value 123.791231  
## iter 80 value 123.745276  
## iter 90 value 122.550522  
## iter 100 value 116.146367  
## iter 110 value 114.551787  
## iter 120 value 113.932962  
## iter 130 value 113.780508  
## iter 140 value 113.733676  
## iter 150 value 113.677320  
## iter 160 value 113.381203  
## iter 170 value 113.039599  
## iter 180 value 112.972486  
## iter 190 value 112.458377  
## iter 200 value 99.105790  
## iter 210 value 87.688984  
## iter 220 value 86.026947  
## iter 230 value 85.755245  
## iter 240 value 85.582972  
## iter 250 value 85.261340  
## iter 260 value 85.100421  
## iter 270 value 85.008875  
## iter 280 value 84.793173  
## iter 290 value 84.705940  
## iter 300 value 83.910477  
## final value 83.910477   
## stopped after 300 iterations  
## # weights: 62  
## initial value 206.157615   
## iter 10 value 129.004373  
## iter 20 value 121.627320  
## iter 30 value 117.390785  
## iter 40 value 117.355816  
## iter 50 value 117.189626  
## iter 60 value 117.057047  
## iter 70 value 117.024918  
## iter 80 value 116.920068  
## iter 90 value 116.562499  
## iter 100 value 112.985117  
## iter 110 value 110.774749  
## iter 120 value 108.902231  
## iter 130 value 106.176408  
## iter 140 value 95.672426  
## iter 150 value 88.470485  
## iter 160 value 86.995394  
## iter 170 value 84.798728  
## iter 180 value 82.106156  
## iter 190 value 78.037776  
## iter 200 value 76.045525  
## iter 210 value 74.240470  
## iter 220 value 73.425977  
## iter 230 value 73.142372  
## iter 240 value 72.999449  
## iter 250 value 72.888684  
## iter 260 value 72.778207  
## iter 270 value 72.750459  
## iter 280 value 72.727720  
## final value 72.726072   
## converged  
## # weights: 62  
## initial value 134.206256   
## iter 10 value 119.673658  
## iter 20 value 119.615041  
## iter 30 value 118.358299  
## iter 40 value 115.841795  
## iter 50 value 110.587899  
## iter 60 value 108.870390  
## iter 70 value 108.840644  
## iter 80 value 108.831774  
## iter 90 value 108.823874  
## iter 100 value 108.821681  
## iter 110 value 108.820327  
## iter 120 value 108.819623  
## iter 130 value 108.819015  
## iter 140 value 108.725162  
## iter 150 value 106.766678  
## iter 160 value 98.539092  
## iter 170 value 95.594520  
## iter 180 value 94.260968  
## iter 190 value 94.119740  
## iter 200 value 94.055846  
## iter 210 value 93.823224  
## iter 220 value 92.296194  
## iter 230 value 83.088436  
## iter 240 value 77.795303  
## iter 250 value 74.571867  
## iter 260 value 74.235094  
## iter 270 value 73.811300  
## iter 280 value 73.504179  
## iter 290 value 73.331107  
## iter 300 value 73.283595  
## final value 73.283595   
## stopped after 300 iterations  
## # weights: 62  
## initial value 200.980691   
## iter 10 value 134.216016  
## iter 20 value 130.853403  
## iter 30 value 126.879827  
## iter 40 value 126.464613  
## iter 50 value 126.394711  
## iter 60 value 126.381470  
## iter 70 value 126.279783  
## iter 80 value 125.411503  
## iter 90 value 120.953091  
## iter 100 value 116.075657  
## iter 110 value 112.812346  
## iter 120 value 109.552778  
## iter 130 value 109.067032  
## iter 140 value 108.295039  
## iter 150 value 107.311278  
## iter 160 value 106.159080  
## iter 170 value 105.835810  
## iter 180 value 105.461351  
## iter 190 value 105.450352  
## iter 200 value 105.443777  
## iter 210 value 105.439908  
## iter 220 value 105.438156  
## iter 230 value 105.435364  
## iter 240 value 105.134102  
## iter 250 value 98.681721  
## iter 260 value 95.483988  
## iter 270 value 94.169968  
## iter 280 value 93.529260  
## iter 290 value 92.978813  
## iter 300 value 92.819337  
## final value 92.819337   
## stopped after 300 iterations  
## # weights: 62  
## initial value 143.892298   
## iter 10 value 124.753542  
## iter 20 value 115.737113  
## iter 30 value 111.618381  
## iter 40 value 110.786871  
## iter 50 value 110.726278  
## iter 60 value 110.696888  
## iter 70 value 110.678835  
## iter 80 value 110.670452  
## iter 90 value 110.639425  
## iter 100 value 110.562582  
## iter 110 value 103.856484  
## iter 120 value 102.316140  
## iter 130 value 101.749411  
## iter 140 value 101.481669  
## iter 150 value 100.995403  
## iter 160 value 100.659157  
## iter 170 value 100.562548  
## iter 180 value 99.940079  
## iter 190 value 99.327649  
## iter 200 value 99.300364  
## iter 210 value 99.282735  
## iter 220 value 99.269376  
## iter 230 value 99.264992  
## iter 240 value 99.047049  
## iter 250 value 98.586081  
## iter 260 value 98.407287  
## iter 270 value 98.261777  
## iter 280 value 95.976160  
## iter 290 value 88.814732  
## iter 300 value 86.450353  
## final value 86.450353   
## stopped after 300 iterations  
## # weights: 62  
## initial value 165.565381   
## final value 137.001170   
## converged  
## # weights: 62  
## initial value 182.019067   
## iter 10 value 134.660427  
## iter 20 value 133.110920  
## iter 30 value 132.662983  
## iter 40 value 132.652317  
## iter 50 value 132.485674  
## iter 60 value 132.022363  
## iter 70 value 131.321741  
## iter 80 value 130.719863  
## iter 90 value 124.553597  
## iter 100 value 120.140419  
## iter 110 value 119.557736  
## iter 120 value 119.523095  
## iter 130 value 118.905574  
## iter 140 value 116.363352  
## iter 150 value 116.044667  
## iter 160 value 115.026805  
## iter 170 value 114.635998  
## iter 180 value 114.240588  
## iter 190 value 114.038622  
## iter 200 value 114.025328  
## iter 210 value 114.018996  
## iter 220 value 114.007912  
## iter 230 value 112.587983  
## iter 240 value 110.830193  
## iter 250 value 110.811519  
## iter 260 value 110.805113  
## iter 270 value 110.800884  
## iter 280 value 110.642984  
## iter 290 value 110.287953  
## iter 300 value 109.894323  
## final value 109.894323   
## stopped after 300 iterations  
## # weights: 62  
## initial value 164.034633   
## iter 10 value 125.130530  
## iter 20 value 120.145104  
## iter 30 value 119.526232  
## iter 40 value 119.447111  
## iter 50 value 118.872525  
## iter 60 value 118.541541  
## iter 70 value 118.471941  
## iter 80 value 118.367111  
## iter 90 value 114.256865  
## iter 100 value 109.887446  
## iter 110 value 107.927064  
## iter 120 value 107.436129  
## iter 130 value 107.398789  
## iter 140 value 107.350051  
## iter 150 value 107.338734  
## iter 160 value 107.332306  
## iter 170 value 107.329956  
## iter 180 value 106.037957  
## iter 190 value 104.256688  
## iter 200 value 103.267615  
## iter 210 value 102.761527  
## iter 220 value 102.314163  
## iter 230 value 101.837953  
## iter 240 value 100.087525  
## iter 250 value 98.106287  
## iter 260 value 97.732992  
## iter 270 value 97.648241  
## iter 280 value 97.640039  
## iter 290 value 97.636487  
## iter 300 value 97.615836  
## final value 97.615836   
## stopped after 300 iterations  
## # weights: 62  
## initial value 140.372940   
## iter 10 value 134.002189  
## iter 20 value 125.866593  
## iter 30 value 121.173491  
## iter 40 value 115.137063  
## iter 50 value 113.294644  
## iter 60 value 112.772226  
## iter 70 value 112.470341  
## iter 80 value 112.382201  
## iter 90 value 112.364854  
## iter 100 value 112.344367  
## iter 110 value 112.341095  
## iter 120 value 111.788410  
## iter 130 value 108.348699  
## iter 140 value 105.406877  
## iter 150 value 104.045826  
## iter 160 value 103.967389  
## iter 170 value 103.952153  
## iter 180 value 103.905877  
## iter 190 value 103.718093  
## iter 200 value 101.946469  
## iter 210 value 96.039414  
## iter 220 value 91.734064  
## iter 230 value 90.971274  
## iter 240 value 89.279386  
## iter 250 value 88.849902  
## iter 260 value 88.820076  
## iter 270 value 88.788976  
## iter 280 value 88.772959  
## iter 290 value 88.770336  
## iter 300 value 88.769741  
## final value 88.769741   
## stopped after 300 iterations  
## # weights: 62  
## initial value 140.883862   
## iter 10 value 134.956836  
## iter 20 value 129.997910  
## iter 30 value 111.859528  
## iter 40 value 110.871679  
## iter 50 value 108.607532  
## iter 60 value 107.890511  
## iter 70 value 105.021362  
## iter 80 value 103.257227  
## iter 90 value 103.185492  
## iter 100 value 103.139049  
## iter 110 value 102.919436  
## iter 120 value 101.199577  
## iter 130 value 98.039577  
## iter 140 value 96.663948  
## iter 150 value 96.096829  
## iter 160 value 95.993750  
## iter 170 value 94.896074  
## iter 180 value 89.973512  
## iter 190 value 87.426006  
## iter 200 value 86.663219  
## iter 210 value 86.240178  
## iter 220 value 85.634531  
## iter 230 value 85.204500  
## iter 240 value 85.041285  
## iter 250 value 85.000710  
## iter 260 value 84.979020  
## iter 270 value 84.970744  
## iter 280 value 84.968385  
## iter 290 value 84.965137  
## iter 300 value 84.964482  
## final value 84.964482   
## stopped after 300 iterations  
## # weights: 74  
## initial value 129.824007   
## iter 10 value 118.373011  
## iter 20 value 105.231202  
## iter 30 value 98.216832  
## iter 40 value 94.107702  
## iter 50 value 93.174429  
## iter 60 value 92.628897  
## iter 70 value 90.128292  
## iter 80 value 89.941173  
## iter 90 value 89.916926  
## iter 100 value 89.901412  
## iter 110 value 89.896282  
## iter 120 value 89.722639  
## iter 130 value 89.475478  
## iter 140 value 87.475161  
## iter 150 value 85.283325  
## iter 160 value 84.714360  
## iter 170 value 84.612592  
## iter 180 value 84.500650  
## iter 190 value 84.428632  
## iter 200 value 84.277171  
## iter 210 value 84.251600  
## iter 220 value 84.166476  
## iter 230 value 84.000044  
## iter 240 value 83.455456  
## iter 250 value 82.808758  
## iter 260 value 82.296609  
## iter 270 value 82.258042  
## iter 280 value 82.242108  
## iter 290 value 82.238093  
## iter 300 value 82.235177  
## final value 82.235177   
## stopped after 300 iterations  
## # weights: 74  
## initial value 144.747012   
## iter 10 value 135.986319  
## iter 20 value 134.163053  
## iter 30 value 125.568550  
## iter 40 value 121.535825  
## iter 50 value 120.729558  
## iter 60 value 119.882413  
## iter 70 value 118.865451  
## iter 80 value 118.853530  
## iter 90 value 117.885163  
## iter 100 value 115.432494  
## iter 110 value 110.535280  
## iter 120 value 109.771275  
## iter 130 value 109.431950  
## iter 140 value 107.807358  
## iter 150 value 104.548891  
## iter 160 value 103.616834  
## iter 170 value 103.217316  
## iter 180 value 103.204444  
## iter 190 value 103.197595  
## iter 200 value 103.195883  
## iter 210 value 103.195593  
## iter 220 value 103.195003  
## iter 230 value 103.194835  
## iter 240 value 103.194571  
## final value 103.194569   
## converged  
## # weights: 74  
## initial value 143.806935   
## iter 10 value 131.888813  
## iter 20 value 125.920233  
## iter 30 value 118.812222  
## iter 40 value 112.385950  
## iter 50 value 110.181414  
## iter 60 value 110.088196  
## iter 70 value 109.653468  
## iter 80 value 108.997392  
## iter 90 value 107.316816  
## iter 100 value 103.954298  
## iter 110 value 102.834385  
## iter 120 value 102.800347  
## iter 130 value 102.542230  
## iter 140 value 102.187536  
## iter 150 value 100.128557  
## iter 160 value 98.905339  
## iter 170 value 98.654245  
## iter 180 value 98.635720  
## iter 190 value 98.624558  
## iter 200 value 98.621990  
## iter 210 value 98.621338  
## iter 220 value 98.619570  
## iter 230 value 98.619125  
## iter 240 value 98.618339  
## iter 250 value 98.618084  
## final value 98.618023   
## converged  
## # weights: 74  
## initial value 194.963677   
## iter 10 value 134.802253  
## iter 20 value 125.901038  
## iter 30 value 120.169873  
## iter 40 value 114.046335  
## iter 50 value 109.933771  
## iter 60 value 103.969153  
## iter 70 value 102.333384  
## iter 80 value 101.930676  
## iter 90 value 101.853049  
## iter 100 value 101.825051  
## iter 110 value 101.808784  
## iter 120 value 101.798831  
## iter 130 value 101.793673  
## iter 140 value 101.791112  
## iter 150 value 101.789672  
## iter 160 value 101.759544  
## iter 170 value 101.507647  
## iter 180 value 98.548631  
## iter 190 value 87.692657  
## iter 200 value 79.842620  
## iter 210 value 77.144404  
## iter 220 value 75.819880  
## iter 230 value 74.953209  
## iter 240 value 74.848349  
## iter 250 value 74.714542  
## iter 260 value 74.642846  
## iter 270 value 74.606423  
## iter 280 value 74.573691  
## iter 290 value 74.439433  
## iter 300 value 72.872527  
## final value 72.872527   
## stopped after 300 iterations  
## # weights: 74  
## initial value 319.786154   
## iter 10 value 135.536665  
## iter 20 value 134.364632  
## iter 30 value 132.925267  
## iter 40 value 132.660610  
## iter 50 value 132.560492  
## iter 60 value 132.559568  
## iter 70 value 132.559231  
## iter 80 value 132.559124  
## iter 90 value 131.375005  
## iter 100 value 127.898571  
## iter 110 value 119.059442  
## iter 120 value 116.981046  
## iter 130 value 113.334655  
## iter 140 value 105.603280  
## iter 150 value 100.845957  
## iter 160 value 98.090606  
## iter 170 value 93.721413  
## iter 180 value 88.042061  
## iter 190 value 87.480308  
## iter 200 value 87.280895  
## iter 210 value 85.940503  
## iter 220 value 83.909163  
## iter 230 value 80.830278  
## iter 240 value 79.938132  
## iter 250 value 78.868048  
## iter 260 value 78.077787  
## iter 270 value 76.319629  
## iter 280 value 75.502923  
## iter 290 value 75.397443  
## iter 300 value 75.023063  
## final value 75.023063   
## stopped after 300 iterations  
## # weights: 74  
## initial value 160.947820   
## iter 10 value 134.995982  
## iter 20 value 134.976506  
## iter 30 value 123.375271  
## iter 40 value 122.485465  
## iter 50 value 121.383653  
## iter 60 value 118.746773  
## iter 70 value 118.710306  
## iter 80 value 118.705966  
## iter 90 value 118.703933  
## iter 100 value 118.703271  
## iter 110 value 118.158262  
## iter 120 value 117.597429  
## iter 130 value 116.412287  
## iter 140 value 113.465024  
## iter 150 value 111.228835  
## iter 160 value 110.447085  
## iter 170 value 108.348888  
## iter 180 value 106.922349  
## iter 190 value 106.549746  
## iter 200 value 106.471188  
## iter 210 value 106.368066  
## iter 220 value 103.961368  
## iter 230 value 99.373665  
## iter 240 value 98.343367  
## iter 250 value 97.974279  
## iter 260 value 97.922489  
## iter 270 value 97.880449  
## iter 280 value 97.851238  
## iter 290 value 97.833830  
## iter 300 value 97.697418  
## final value 97.697418   
## stopped after 300 iterations  
## # weights: 74  
## initial value 137.104701   
## iter 10 value 133.759990  
## iter 20 value 133.194817  
## iter 30 value 125.583960  
## iter 40 value 117.583961  
## iter 50 value 117.151356  
## iter 60 value 115.896229  
## iter 70 value 114.594366  
## iter 80 value 114.538067  
## iter 90 value 114.521719  
## iter 100 value 111.772364  
## iter 110 value 107.408898  
## iter 120 value 107.135128  
## iter 130 value 106.988865  
## iter 140 value 106.975946  
## iter 150 value 106.973585  
## iter 160 value 106.970595  
## iter 170 value 106.969467  
## final value 106.969372   
## converged  
## # weights: 74  
## initial value 167.462717   
## iter 10 value 128.351464  
## iter 20 value 126.472040  
## iter 30 value 126.465909  
## iter 40 value 125.645516  
## iter 50 value 111.684655  
## iter 60 value 106.765593  
## iter 70 value 105.886726  
## iter 80 value 105.089920  
## iter 90 value 105.053322  
## iter 100 value 105.044724  
## iter 110 value 105.042543  
## iter 120 value 105.041200  
## iter 130 value 105.039444  
## iter 140 value 105.008026  
## iter 150 value 104.181270  
## iter 160 value 99.976100  
## iter 170 value 97.233983  
## iter 180 value 95.219964  
## iter 190 value 92.738726  
## iter 200 value 92.287027  
## iter 210 value 92.191788  
## iter 220 value 92.162163  
## iter 230 value 92.142797  
## iter 240 value 92.136032  
## iter 250 value 92.131151  
## iter 260 value 92.126986  
## iter 270 value 90.134167  
## iter 280 value 80.197626  
## iter 290 value 77.906368  
## iter 300 value 76.612280  
## final value 76.612280   
## stopped after 300 iterations  
## # weights: 74  
## initial value 148.241462   
## iter 10 value 135.983984  
## iter 20 value 135.014500  
## iter 30 value 134.397111  
## iter 40 value 116.704549  
## iter 50 value 115.127029  
## iter 60 value 110.081650  
## iter 70 value 108.192831  
## iter 80 value 105.769298  
## iter 90 value 102.931045  
## iter 100 value 99.222092  
## iter 110 value 98.320176  
## iter 120 value 97.861585  
## iter 130 value 97.633416  
## iter 140 value 96.313373  
## iter 150 value 95.826798  
## iter 160 value 95.609932  
## iter 170 value 95.328901  
## iter 180 value 95.008866  
## iter 190 value 93.934965  
## iter 200 value 88.225473  
## iter 210 value 85.044732  
## iter 220 value 84.574305  
## iter 230 value 83.840477  
## iter 240 value 83.261644  
## iter 250 value 82.808790  
## iter 260 value 82.657738  
## iter 270 value 82.586825  
## iter 280 value 82.554500  
## iter 290 value 82.544881  
## iter 300 value 82.542004  
## final value 82.542004   
## stopped after 300 iterations  
## # weights: 74  
## initial value 212.217955   
## iter 10 value 140.148295  
## iter 20 value 129.196605  
## iter 30 value 120.865141  
## iter 40 value 120.179070  
## iter 50 value 119.670046  
## iter 60 value 118.434124  
## iter 70 value 113.417123  
## iter 80 value 110.324809  
## iter 90 value 109.032467  
## iter 100 value 107.693089  
## iter 110 value 104.905735  
## iter 120 value 100.999910  
## iter 130 value 98.819054  
## iter 140 value 98.499037  
## iter 150 value 98.210800  
## iter 160 value 97.643750  
## iter 170 value 96.884894  
## iter 180 value 96.449979  
## iter 190 value 96.338857  
## iter 200 value 96.176559  
## iter 210 value 96.071813  
## iter 220 value 96.059552  
## iter 230 value 96.056894  
## iter 240 value 96.053413  
## iter 250 value 96.051791  
## iter 260 value 96.029790  
## iter 270 value 95.500410  
## iter 280 value 93.248151  
## iter 290 value 89.887280  
## iter 300 value 88.326213  
## final value 88.326213   
## stopped after 300 iterations  
## # weights: 86  
## initial value 166.714143   
## iter 10 value 131.291871  
## iter 20 value 129.856852  
## iter 30 value 129.838954  
## iter 40 value 129.835203  
## iter 50 value 129.831032  
## iter 60 value 121.906025  
## iter 70 value 115.687097  
## iter 80 value 107.991940  
## iter 90 value 100.290581  
## iter 100 value 96.670232  
## iter 110 value 96.115986  
## iter 120 value 93.033318  
## iter 130 value 89.966976  
## iter 140 value 83.020789  
## iter 150 value 75.596980  
## iter 160 value 74.827410  
## iter 170 value 74.594580  
## iter 180 value 74.247333  
## iter 190 value 70.987765  
## iter 200 value 68.125327  
## iter 210 value 67.379310  
## iter 220 value 67.169241  
## iter 230 value 67.111552  
## iter 240 value 67.071846  
## iter 250 value 67.046718  
## iter 260 value 66.966888  
## iter 270 value 66.552102  
## iter 280 value 66.390039  
## iter 290 value 66.043764  
## iter 300 value 65.360913  
## final value 65.360913   
## stopped after 300 iterations  
## # weights: 86  
## initial value 253.291939   
## iter 10 value 134.283674  
## iter 20 value 133.496458  
## iter 30 value 133.493702  
## iter 40 value 130.471907  
## iter 50 value 118.443403  
## iter 60 value 111.371506  
## iter 70 value 109.997998  
## iter 80 value 109.191002  
## iter 90 value 109.171516  
## iter 100 value 108.964413  
## iter 110 value 107.771262  
## iter 120 value 107.695137  
## iter 130 value 107.449770  
## iter 140 value 106.610639  
## iter 150 value 99.654852  
## iter 160 value 96.312435  
## iter 170 value 94.322765  
## iter 180 value 93.907132  
## iter 190 value 93.869041  
## iter 200 value 93.833844  
## iter 210 value 93.824608  
## iter 220 value 93.820555  
## iter 230 value 93.819455  
## iter 240 value 93.796686  
## iter 250 value 93.321263  
## iter 260 value 92.084571  
## iter 270 value 91.838053  
## iter 280 value 91.812044  
## iter 290 value 91.807946  
## iter 300 value 91.806555  
## final value 91.806555   
## stopped after 300 iterations  
## # weights: 86  
## initial value 152.482082   
## iter 10 value 127.821815  
## iter 20 value 116.290360  
## iter 30 value 108.315357  
## iter 40 value 107.491798  
## iter 50 value 107.312215  
## iter 60 value 107.250271  
## iter 70 value 107.197350  
## iter 80 value 107.055692  
## iter 90 value 105.986156  
## iter 100 value 105.918835  
## iter 110 value 105.856965  
## iter 120 value 105.845614  
## iter 130 value 105.768890  
## iter 140 value 105.688325  
## iter 150 value 105.097225  
## iter 160 value 103.816753  
## iter 170 value 103.712089  
## iter 180 value 103.252845  
## iter 190 value 101.474158  
## iter 200 value 99.503659  
## iter 210 value 96.958959  
## iter 220 value 96.356040  
## iter 230 value 95.538027  
## iter 240 value 94.702873  
## iter 250 value 93.909322  
## iter 260 value 93.808126  
## iter 270 value 93.786787  
## iter 280 value 91.807950  
## iter 290 value 89.252968  
## iter 300 value 86.844985  
## final value 86.844985   
## stopped after 300 iterations  
## # weights: 86  
## initial value 159.873563   
## iter 10 value 134.803686  
## iter 20 value 127.020436  
## iter 30 value 124.830219  
## iter 40 value 122.240425  
## iter 50 value 120.170256  
## iter 60 value 112.704359  
## iter 70 value 109.265994  
## iter 80 value 109.233931  
## iter 90 value 109.141059  
## iter 100 value 107.350908  
## iter 110 value 98.207698  
## iter 120 value 90.045457  
## iter 130 value 88.327147  
## iter 140 value 88.196613  
## iter 150 value 88.010150  
## iter 160 value 85.572930  
## iter 170 value 81.322599  
## iter 180 value 78.266635  
## iter 190 value 77.736926  
## iter 200 value 77.624668  
## iter 210 value 77.514483  
## iter 220 value 77.460988  
## iter 230 value 77.186147  
## iter 240 value 74.802868  
## iter 250 value 70.937520  
## iter 260 value 69.147703  
## iter 270 value 66.835337  
## iter 280 value 66.188281  
## iter 290 value 64.026340  
## iter 300 value 58.517803  
## final value 58.517803   
## stopped after 300 iterations  
## # weights: 86  
## initial value 141.837001   
## iter 10 value 125.633733  
## iter 20 value 116.857966  
## iter 30 value 113.930146  
## iter 40 value 113.770571  
## iter 50 value 113.086743  
## iter 60 value 112.002808  
## iter 70 value 110.678733  
## iter 80 value 109.468022  
## iter 90 value 109.436486  
## iter 100 value 109.429917  
## iter 110 value 109.425186  
## iter 120 value 109.422598  
## iter 130 value 109.199249  
## iter 140 value 107.646196  
## iter 150 value 105.766972  
## iter 160 value 101.701262  
## iter 170 value 100.153294  
## iter 180 value 98.463679  
## iter 190 value 98.434619  
## iter 200 value 98.260085  
## iter 210 value 97.975757  
## iter 220 value 97.927984  
## iter 230 value 97.918619  
## iter 240 value 97.912200  
## iter 250 value 97.910137  
## iter 260 value 97.907871  
## iter 270 value 97.797808  
## iter 280 value 95.027285  
## iter 290 value 94.473053  
## iter 300 value 94.193097  
## final value 94.193097   
## stopped after 300 iterations  
## # weights: 86  
## initial value 141.618360   
## iter 10 value 118.445148  
## iter 20 value 115.628672  
## iter 30 value 115.329836  
## iter 40 value 115.316811  
## iter 50 value 115.309067  
## iter 60 value 114.621443  
## iter 70 value 109.945022  
## iter 80 value 106.527856  
## iter 90 value 102.403578  
## iter 100 value 101.375953  
## iter 110 value 101.267474  
## iter 120 value 101.216444  
## iter 130 value 99.861778  
## iter 140 value 97.924835  
## iter 150 value 97.283294  
## iter 160 value 97.032740  
## iter 170 value 96.021617  
## iter 180 value 95.979657  
## iter 190 value 95.955968  
## iter 200 value 95.940887  
## iter 210 value 95.931953  
## iter 220 value 95.828817  
## iter 230 value 94.720700  
## iter 240 value 89.156181  
## iter 250 value 84.217324  
## iter 260 value 82.552480  
## iter 270 value 82.069752  
## iter 280 value 81.827474  
## iter 290 value 80.769687  
## iter 300 value 77.515364  
## final value 77.515364   
## stopped after 300 iterations  
## # weights: 86  
## initial value 144.360571   
## iter 10 value 130.724325  
## iter 20 value 118.806821  
## iter 30 value 114.148476  
## iter 40 value 110.964492  
## iter 50 value 110.603961  
## iter 60 value 110.600164  
## iter 70 value 110.593463  
## iter 80 value 110.085539  
## iter 90 value 109.912319  
## iter 100 value 109.648851  
## iter 110 value 109.391837  
## iter 120 value 109.321712  
## iter 130 value 108.830161  
## iter 140 value 105.976791  
## iter 150 value 105.346773  
## iter 160 value 104.745630  
## iter 170 value 104.678329  
## iter 180 value 104.585167  
## iter 190 value 102.669356  
## iter 200 value 97.018470  
## iter 210 value 88.844198  
## iter 220 value 86.038297  
## iter 230 value 85.251656  
## iter 240 value 83.817002  
## iter 250 value 83.285536  
## iter 260 value 82.745527  
## iter 270 value 82.623105  
## iter 280 value 82.484191  
## iter 290 value 82.232973  
## iter 300 value 82.039331  
## final value 82.039331   
## stopped after 300 iterations  
## # weights: 86  
## initial value 226.214109   
## iter 10 value 124.476179  
## iter 20 value 115.990566  
## iter 30 value 112.577547  
## iter 40 value 112.401501  
## iter 50 value 111.057496  
## iter 60 value 107.696793  
## iter 70 value 105.149821  
## iter 80 value 104.241726  
## iter 90 value 104.160672  
## iter 100 value 104.116902  
## iter 110 value 104.097690  
## iter 120 value 104.083204  
## iter 130 value 104.081752  
## iter 140 value 103.617244  
## iter 150 value 103.103977  
## iter 160 value 103.079126  
## iter 170 value 103.078268  
## iter 180 value 103.077930  
## iter 190 value 103.077799  
## iter 190 value 103.077798  
## final value 103.077798   
## converged  
## # weights: 86  
## initial value 153.733083   
## iter 10 value 130.639778  
## iter 20 value 125.721292  
## iter 30 value 120.805310  
## iter 40 value 119.143565  
## iter 50 value 117.423777  
## iter 60 value 117.032032  
## iter 70 value 116.882276  
## iter 80 value 116.839906  
## iter 90 value 116.772580  
## iter 100 value 115.780752  
## iter 110 value 115.330033  
## iter 120 value 115.204494  
## iter 130 value 115.142993  
## iter 140 value 115.093653  
## iter 150 value 115.090746  
## iter 160 value 115.065219  
## iter 170 value 114.275898  
## iter 180 value 109.584891  
## iter 190 value 107.491711  
## iter 200 value 107.126246  
## iter 210 value 106.603771  
## iter 220 value 106.210097  
## iter 230 value 105.862949  
## iter 240 value 105.471739  
## iter 250 value 105.397027  
## iter 260 value 105.351546  
## iter 270 value 103.994658  
## iter 280 value 100.500934  
## iter 290 value 98.999140  
## iter 300 value 97.594353  
## final value 97.594353   
## stopped after 300 iterations  
## # weights: 86  
## initial value 138.370058   
## iter 10 value 131.691181  
## iter 20 value 119.958642  
## iter 30 value 104.083707  
## iter 40 value 98.024792  
## iter 50 value 97.323466  
## iter 60 value 96.869794  
## iter 70 value 96.505932  
## iter 80 value 96.244445  
## iter 90 value 96.009371  
## iter 100 value 95.914422  
## iter 110 value 95.329194  
## iter 120 value 95.219182  
## iter 130 value 95.182311  
## iter 140 value 95.173167  
## iter 150 value 95.165718  
## iter 160 value 95.163883  
## iter 170 value 95.162472  
## iter 180 value 95.161278  
## iter 190 value 95.039999  
## iter 200 value 94.788021  
## iter 210 value 90.386856  
## iter 220 value 87.339351  
## iter 230 value 86.747335  
## iter 240 value 86.515762  
## iter 250 value 86.354483  
## iter 260 value 86.322876  
## iter 270 value 84.044368  
## iter 280 value 80.942514  
## iter 290 value 76.173020  
## iter 300 value 74.698295  
## final value 74.698295   
## stopped after 300 iterations  
## # weights: 98  
## initial value 133.781061   
## iter 10 value 123.765352  
## iter 20 value 115.928112  
## iter 30 value 112.704068  
## iter 40 value 109.836176  
## iter 50 value 109.154507  
## iter 60 value 108.300030  
## iter 70 value 108.291621  
## iter 80 value 108.288925  
## iter 90 value 108.286491  
## iter 100 value 108.285397  
## iter 110 value 106.159751  
## iter 120 value 101.894152  
## iter 130 value 98.628306  
## iter 140 value 98.066255  
## iter 150 value 97.773638  
## iter 160 value 96.865413  
## iter 170 value 96.673999  
## iter 180 value 94.870880  
## iter 190 value 93.937745  
## iter 200 value 93.219836  
## iter 210 value 92.330429  
## iter 220 value 92.133055  
## iter 230 value 91.513376  
## iter 240 value 91.182179  
## iter 250 value 91.137096  
## iter 260 value 91.038163  
## iter 270 value 88.208474  
## iter 280 value 80.608389  
## iter 290 value 79.164538  
## iter 300 value 78.072762  
## final value 78.072762   
## stopped after 300 iterations  
## # weights: 98  
## initial value 210.779540   
## iter 10 value 133.573933  
## iter 20 value 128.856258  
## iter 30 value 120.800749  
## iter 40 value 116.805089  
## iter 50 value 114.794316  
## iter 60 value 114.645531  
## iter 70 value 114.593124  
## iter 80 value 114.561882  
## iter 90 value 114.543096  
## iter 100 value 114.535167  
## iter 110 value 114.352242  
## iter 120 value 113.279081  
## iter 130 value 108.755223  
## iter 140 value 107.277627  
## iter 150 value 105.077711  
## iter 160 value 103.801404  
## iter 170 value 96.973917  
## iter 180 value 92.845564  
## iter 190 value 91.526236  
## iter 200 value 91.135811  
## iter 210 value 91.009876  
## iter 220 value 90.763031  
## iter 230 value 90.119451  
## iter 240 value 87.991524  
## iter 250 value 84.325793  
## iter 260 value 81.579867  
## iter 270 value 79.907192  
## iter 280 value 78.611412  
## iter 290 value 77.703186  
## iter 300 value 77.162309  
## final value 77.162309   
## stopped after 300 iterations  
## # weights: 98  
## initial value 133.893879   
## iter 10 value 122.623453  
## iter 20 value 118.014795  
## iter 30 value 115.899410  
## iter 40 value 114.095254  
## iter 50 value 113.970444  
## iter 60 value 113.960610  
## iter 70 value 113.955248  
## iter 80 value 113.195657  
## iter 90 value 111.167326  
## iter 100 value 109.216545  
## iter 110 value 106.935761  
## iter 120 value 102.926005  
## iter 130 value 99.655773  
## iter 140 value 99.318231  
## iter 150 value 99.256409  
## iter 160 value 99.181265  
## iter 170 value 99.155716  
## iter 180 value 98.937879  
## iter 190 value 98.835638  
## iter 200 value 98.772093  
## iter 210 value 98.417881  
## iter 220 value 95.557865  
## iter 230 value 93.818166  
## iter 240 value 92.561573  
## iter 250 value 92.201859  
## iter 260 value 91.873722  
## iter 270 value 91.758370  
## iter 280 value 91.659995  
## iter 290 value 91.608663  
## iter 300 value 91.512630  
## final value 91.512630   
## stopped after 300 iterations  
## # weights: 98  
## initial value 256.470846   
## iter 10 value 134.799195  
## iter 20 value 130.990490  
## iter 30 value 122.901684  
## iter 40 value 118.267722  
## iter 50 value 117.937301  
## iter 60 value 117.785890  
## iter 70 value 117.098325  
## iter 80 value 116.758387  
## iter 90 value 116.105335  
## iter 100 value 115.869559  
## iter 110 value 115.654521  
## iter 120 value 115.114344  
## iter 130 value 115.016635  
## iter 140 value 114.976692  
## iter 150 value 114.938875  
## iter 160 value 113.539636  
## iter 170 value 109.538049  
## iter 180 value 107.647290  
## iter 190 value 106.935565  
## iter 200 value 104.133876  
## iter 210 value 103.191702  
## iter 220 value 103.175541  
## iter 230 value 103.154971  
## iter 240 value 103.145495  
## iter 250 value 103.113969  
## iter 260 value 102.429233  
## iter 270 value 102.214076  
## iter 280 value 102.206190  
## iter 290 value 102.204590  
## iter 300 value 102.203726  
## final value 102.203726   
## stopped after 300 iterations  
## # weights: 98  
## initial value 140.871766   
## iter 10 value 131.454222  
## iter 20 value 117.071052  
## iter 30 value 113.383205  
## iter 40 value 112.278947  
## iter 50 value 111.619464  
## iter 60 value 109.815344  
## iter 70 value 109.094379  
## iter 80 value 107.516861  
## iter 90 value 106.609378  
## iter 100 value 105.471535  
## iter 110 value 104.546553  
## iter 120 value 104.332313  
## iter 130 value 104.122161  
## iter 140 value 103.851967  
## iter 150 value 102.862543  
## iter 160 value 102.281268  
## iter 170 value 102.254612  
## iter 180 value 102.233978  
## iter 190 value 101.840675  
## iter 200 value 99.671321  
## iter 210 value 97.065044  
## iter 220 value 90.645562  
## iter 230 value 88.413502  
## iter 240 value 87.262633  
## iter 250 value 85.084833  
## iter 260 value 83.932461  
## iter 270 value 79.481726  
## iter 280 value 77.840827  
## iter 290 value 77.696406  
## iter 300 value 77.559617  
## final value 77.559617   
## stopped after 300 iterations  
## # weights: 98  
## initial value 331.505907   
## iter 10 value 137.005878  
## iter 20 value 134.589622  
## iter 30 value 130.292571  
## iter 40 value 116.260257  
## iter 50 value 108.871392  
## iter 60 value 106.706717  
## iter 70 value 105.283275  
## iter 80 value 104.342331  
## iter 90 value 104.208028  
## iter 100 value 103.957528  
## iter 110 value 101.032169  
## iter 120 value 98.941633  
## iter 130 value 97.107218  
## iter 140 value 91.424622  
## iter 150 value 90.212348  
## iter 160 value 89.293394  
## iter 170 value 89.235943  
## iter 180 value 89.217114  
## iter 190 value 89.209728  
## iter 200 value 89.204134  
## iter 210 value 89.203331  
## iter 220 value 89.202992  
## iter 230 value 89.185119  
## iter 240 value 88.764143  
## iter 250 value 85.973386  
## iter 260 value 83.258467  
## iter 270 value 79.416551  
## iter 280 value 72.231752  
## iter 290 value 68.942010  
## iter 300 value 65.183832  
## final value 65.183832   
## stopped after 300 iterations  
## # weights: 98  
## initial value 144.907980   
## iter 10 value 130.014637  
## iter 20 value 123.572729  
## iter 30 value 118.381957  
## iter 40 value 111.231870  
## iter 50 value 109.643858  
## iter 60 value 108.774588  
## iter 70 value 108.190422  
## iter 80 value 106.301188  
## iter 90 value 105.218248  
## iter 100 value 104.494556  
## iter 110 value 103.048429  
## iter 120 value 101.510737  
## iter 130 value 100.648923  
## iter 140 value 99.979700  
## iter 150 value 99.134350  
## iter 160 value 96.926652  
## iter 170 value 92.839537  
## iter 180 value 90.032478  
## iter 190 value 89.263294  
## iter 200 value 89.068796  
## iter 210 value 88.736407  
## iter 220 value 88.308891  
## iter 230 value 87.524622  
## iter 240 value 86.548203  
## iter 250 value 86.139528  
## iter 260 value 86.031768  
## iter 270 value 86.010144  
## iter 280 value 86.001291  
## iter 290 value 83.889382  
## iter 300 value 80.646775  
## final value 80.646775   
## stopped after 300 iterations  
## # weights: 98  
## initial value 270.502106   
## iter 10 value 129.293150  
## iter 20 value 120.322879  
## iter 30 value 114.228313  
## iter 40 value 108.337395  
## iter 50 value 106.200169  
## iter 60 value 105.812536  
## iter 70 value 105.751318  
## iter 80 value 105.745291  
## iter 90 value 105.223547  
## iter 100 value 104.419124  
## iter 110 value 102.336798  
## iter 120 value 99.968561  
## iter 130 value 98.950629  
## iter 140 value 98.849690  
## iter 150 value 98.789859  
## iter 160 value 98.321935  
## iter 170 value 97.178325  
## iter 180 value 94.808124  
## iter 190 value 93.416167  
## iter 200 value 93.315972  
## iter 210 value 93.278178  
## iter 220 value 93.231811  
## iter 230 value 93.131162  
## iter 240 value 89.339862  
## iter 250 value 81.614070  
## iter 260 value 78.312949  
## iter 270 value 76.993911  
## iter 280 value 76.811033  
## iter 290 value 76.142111  
## iter 300 value 74.457371  
## final value 74.457371   
## stopped after 300 iterations  
## # weights: 98  
## initial value 287.089984   
## iter 10 value 120.524328  
## iter 20 value 114.323052  
## iter 30 value 112.982075  
## iter 40 value 111.937209  
## iter 50 value 111.138070  
## iter 60 value 110.723823  
## iter 70 value 110.578863  
## iter 80 value 109.145361  
## iter 90 value 107.523844  
## iter 100 value 106.792879  
## iter 110 value 106.270655  
## iter 120 value 106.234820  
## iter 130 value 105.854799  
## iter 140 value 103.671157  
## iter 150 value 103.293394  
## iter 160 value 103.221946  
## iter 170 value 103.020610  
## iter 180 value 102.601800  
## iter 190 value 102.575841  
## iter 200 value 102.571821  
## iter 210 value 102.568362  
## iter 220 value 102.527801  
## iter 230 value 102.238159  
## iter 240 value 98.225436  
## iter 250 value 96.865709  
## iter 260 value 96.499565  
## iter 270 value 96.246432  
## iter 280 value 95.687796  
## iter 290 value 93.487911  
## iter 300 value 91.215812  
## final value 91.215812   
## stopped after 300 iterations  
## # weights: 98  
## initial value 220.799186   
## iter 10 value 132.422974  
## iter 20 value 121.124515  
## iter 30 value 118.219442  
## iter 40 value 117.711776  
## iter 50 value 117.242840  
## iter 60 value 115.648569  
## iter 70 value 114.062483  
## iter 80 value 113.574883  
## iter 90 value 113.567741  
## iter 100 value 113.559555  
## iter 110 value 113.557443  
## iter 120 value 113.444463  
## iter 130 value 109.171996  
## iter 140 value 106.514593  
## iter 150 value 105.447247  
## iter 160 value 102.963022  
## iter 170 value 101.307366  
## iter 180 value 101.214826  
## iter 190 value 101.173883  
## iter 200 value 101.153545  
## iter 210 value 100.989828  
## iter 220 value 100.600944  
## iter 230 value 98.023802  
## iter 240 value 88.041734  
## iter 250 value 84.533871  
## iter 260 value 78.630147  
## iter 270 value 77.128500  
## iter 280 value 77.024786  
## iter 290 value 76.868912  
## iter 300 value 76.087875  
## final value 76.087875   
## stopped after 300 iterations  
## # weights: 110  
## initial value 257.320122   
## iter 10 value 131.197948  
## iter 20 value 126.742553  
## iter 30 value 121.765165  
## iter 40 value 113.570898  
## iter 50 value 106.537244  
## iter 60 value 104.345608  
## iter 70 value 103.025883  
## iter 80 value 101.380160  
## iter 90 value 101.305585  
## iter 100 value 101.299833  
## iter 110 value 101.297171  
## iter 120 value 101.294892  
## iter 130 value 100.432343  
## iter 140 value 95.948007  
## iter 150 value 93.993947  
## iter 160 value 93.761664  
## iter 170 value 93.750218  
## iter 180 value 93.737810  
## iter 190 value 93.732703  
## iter 200 value 93.713580  
## iter 210 value 93.462834  
## iter 220 value 91.010953  
## iter 230 value 82.870529  
## iter 240 value 76.561814  
## iter 250 value 73.673814  
## iter 260 value 73.181961  
## iter 270 value 72.169255  
## iter 280 value 70.527328  
## iter 290 value 69.615395  
## iter 300 value 69.437049  
## final value 69.437049   
## stopped after 300 iterations  
## # weights: 110  
## initial value 138.475997   
## iter 10 value 131.222436  
## iter 20 value 120.943192  
## iter 30 value 114.684689  
## iter 40 value 113.951538  
## iter 50 value 111.165830  
## iter 60 value 106.629292  
## iter 70 value 104.785464  
## iter 80 value 100.829223  
## iter 90 value 99.373244  
## iter 100 value 99.282570  
## iter 110 value 99.207279  
## iter 120 value 99.169680  
## iter 130 value 99.105781  
## iter 140 value 95.697303  
## iter 150 value 94.933445  
## iter 160 value 94.843888  
## iter 170 value 94.834831  
## iter 180 value 94.828732  
## iter 190 value 94.679552  
## iter 200 value 93.574947  
## iter 210 value 89.751965  
## iter 220 value 89.049070  
## iter 230 value 86.167517  
## iter 240 value 81.190442  
## iter 250 value 78.090015  
## iter 260 value 73.275472  
## iter 270 value 70.520041  
## iter 280 value 68.039562  
## iter 290 value 67.280063  
## iter 300 value 67.075931  
## final value 67.075931   
## stopped after 300 iterations  
## # weights: 110  
## initial value 320.335214   
## iter 10 value 134.171000  
## iter 20 value 127.821872  
## iter 30 value 121.087570  
## iter 40 value 120.729887  
## iter 50 value 118.016291  
## iter 60 value 113.564404  
## iter 70 value 111.088130  
## iter 80 value 110.125132  
## iter 90 value 107.313663  
## iter 100 value 105.353898  
## iter 110 value 103.818955  
## iter 120 value 103.728112  
## iter 130 value 103.577845  
## iter 140 value 103.361875  
## iter 150 value 103.303671  
## iter 160 value 103.275137  
## iter 170 value 103.263570  
## iter 180 value 103.258235  
## iter 190 value 103.137114  
## iter 200 value 102.199468  
## iter 210 value 98.300142  
## iter 220 value 94.794750  
## iter 230 value 94.037462  
## iter 240 value 93.152549  
## iter 250 value 91.792900  
## iter 260 value 89.060588  
## iter 270 value 85.630744  
## iter 280 value 83.478355  
## iter 290 value 80.789214  
## iter 300 value 79.523893  
## final value 79.523893   
## stopped after 300 iterations  
## # weights: 110  
## initial value 142.980745   
## iter 10 value 130.336836  
## iter 20 value 119.720435  
## iter 30 value 114.026809  
## iter 40 value 110.910321  
## iter 50 value 110.312944  
## iter 60 value 109.013862  
## iter 70 value 108.796482  
## iter 80 value 108.209024  
## iter 90 value 107.960164  
## iter 100 value 107.883645  
## iter 110 value 107.739301  
## iter 120 value 107.191736  
## iter 130 value 102.925637  
## iter 140 value 101.548771  
## iter 150 value 101.303963  
## iter 160 value 100.931890  
## iter 170 value 100.554903  
## iter 180 value 100.069706  
## iter 190 value 99.850016  
## iter 200 value 99.694004  
## iter 210 value 99.523103  
## iter 220 value 99.427099  
## iter 230 value 99.087292  
## iter 240 value 98.718750  
## iter 250 value 97.632082  
## iter 260 value 96.696091  
## iter 270 value 96.459156  
## iter 280 value 96.433664  
## iter 290 value 96.416213  
## iter 300 value 96.383208  
## final value 96.383208   
## stopped after 300 iterations  
## # weights: 110  
## initial value 139.650757   
## iter 10 value 135.543266  
## iter 20 value 132.163841  
## iter 30 value 121.486820  
## iter 40 value 110.347278  
## iter 50 value 108.456181  
## iter 60 value 103.309730  
## iter 70 value 99.047640  
## iter 80 value 98.385147  
## iter 90 value 98.347273  
## iter 100 value 98.322931  
## iter 110 value 98.317142  
## iter 120 value 98.314578  
## iter 130 value 98.313386  
## iter 140 value 98.311530  
## iter 150 value 97.964095  
## iter 160 value 96.122144  
## iter 170 value 93.311884  
## iter 180 value 90.968793  
## iter 190 value 89.596590  
## iter 200 value 88.582014  
## iter 210 value 87.518117  
## iter 220 value 86.970476  
## iter 230 value 86.843069  
## iter 240 value 86.817901  
## iter 250 value 86.810810  
## iter 260 value 86.771526  
## iter 270 value 86.133403  
## iter 280 value 83.432838  
## iter 290 value 82.616055  
## iter 300 value 81.850211  
## final value 81.850211   
## stopped after 300 iterations  
## # weights: 110  
## initial value 139.802466   
## iter 10 value 127.152460  
## iter 20 value 121.979240  
## iter 30 value 116.101557  
## iter 40 value 114.929924  
## iter 50 value 114.705822  
## iter 60 value 114.481788  
## iter 70 value 113.499780  
## iter 80 value 112.622699  
## iter 90 value 112.338504  
## iter 100 value 111.997120  
## iter 110 value 111.728642  
## iter 120 value 111.687725  
## iter 130 value 111.643887  
## iter 140 value 111.622254  
## iter 150 value 111.612921  
## iter 160 value 111.468952  
## iter 170 value 111.340377  
## iter 180 value 111.298238  
## iter 190 value 111.284722  
## iter 200 value 111.281314  
## iter 210 value 111.240642  
## iter 220 value 110.601869  
## iter 230 value 106.318382  
## iter 240 value 98.948466  
## iter 250 value 98.047847  
## iter 260 value 95.566225  
## iter 270 value 94.187969  
## iter 280 value 88.072487  
## iter 290 value 83.439444  
## iter 300 value 80.573672  
## final value 80.573672   
## stopped after 300 iterations  
## # weights: 110  
## initial value 308.067540   
## iter 10 value 126.128819  
## iter 20 value 123.678126  
## iter 30 value 123.398010  
## iter 40 value 123.386818  
## iter 50 value 121.965801  
## iter 60 value 121.686080  
## iter 70 value 121.681138  
## iter 80 value 121.676655  
## iter 90 value 121.583435  
## iter 100 value 117.155735  
## iter 110 value 109.547858  
## iter 120 value 107.397940  
## iter 130 value 106.458966  
## iter 140 value 105.423031  
## iter 150 value 102.416124  
## iter 160 value 102.074259  
## iter 170 value 100.971525  
## iter 180 value 99.313798  
## iter 190 value 98.150096  
## iter 200 value 97.487700  
## iter 210 value 97.271110  
## iter 220 value 97.219816  
## iter 230 value 96.876392  
## iter 240 value 95.152383  
## iter 250 value 91.690161  
## iter 260 value 90.027841  
## iter 270 value 87.947780  
## iter 280 value 87.645700  
## iter 290 value 87.576289  
## iter 300 value 87.504873  
## final value 87.504873   
## stopped after 300 iterations  
## # weights: 110  
## initial value 152.869735   
## iter 10 value 123.069400  
## iter 20 value 116.567693  
## iter 30 value 113.962246  
## iter 40 value 110.749013  
## iter 50 value 110.174929  
## iter 60 value 110.122868  
## iter 70 value 110.116207  
## iter 80 value 108.291475  
## iter 90 value 104.629481  
## iter 100 value 103.688456  
## iter 110 value 103.649568  
## iter 120 value 103.643284  
## iter 130 value 103.639300  
## iter 140 value 103.638244  
## iter 150 value 103.636590  
## iter 160 value 103.215155  
## iter 170 value 100.469788  
## iter 180 value 92.353106  
## iter 190 value 82.338629  
## iter 200 value 77.320000  
## iter 210 value 76.468978  
## iter 220 value 74.546068  
## iter 230 value 70.655748  
## iter 240 value 65.408219  
## iter 250 value 61.387322  
## iter 260 value 60.397872  
## iter 270 value 60.061417  
## iter 280 value 59.859897  
## iter 290 value 59.033413  
## iter 300 value 57.299403  
## final value 57.299403   
## stopped after 300 iterations  
## # weights: 110  
## initial value 158.881937   
## iter 10 value 130.331066  
## iter 20 value 116.554700  
## iter 30 value 115.197856  
## iter 40 value 115.020014  
## iter 50 value 114.986424  
## iter 60 value 114.970610  
## iter 70 value 114.742941  
## iter 80 value 114.715313  
## iter 90 value 114.611764  
## iter 100 value 114.196611  
## iter 110 value 114.151468  
## iter 120 value 114.140220  
## iter 130 value 114.097136  
## iter 140 value 113.586676  
## iter 150 value 113.483910  
## iter 160 value 113.448208  
## iter 170 value 113.079299  
## iter 180 value 113.021120  
## iter 190 value 112.990947  
## iter 200 value 111.786022  
## iter 210 value 110.417860  
## iter 220 value 108.719262  
## iter 230 value 107.879157  
## iter 240 value 106.231971  
## iter 250 value 104.489725  
## iter 260 value 103.413830  
## iter 270 value 103.350132  
## iter 280 value 101.865218  
## iter 290 value 101.458564  
## iter 300 value 100.757661  
## final value 100.757661   
## stopped after 300 iterations  
## # weights: 110  
## initial value 154.249655   
## iter 10 value 125.716075  
## iter 20 value 119.939222  
## iter 30 value 117.244506  
## iter 40 value 116.706414  
## iter 50 value 115.566915  
## iter 60 value 114.940760  
## iter 70 value 114.734985  
## iter 80 value 114.707134  
## iter 90 value 114.676482  
## iter 100 value 114.642159  
## iter 110 value 114.622955  
## iter 120 value 113.569142  
## iter 130 value 110.273579  
## iter 140 value 102.992998  
## iter 150 value 98.072190  
## iter 160 value 96.207309  
## iter 170 value 92.385551  
## iter 180 value 89.990736  
## iter 190 value 88.259917  
## iter 200 value 87.219594  
## iter 210 value 86.912529  
## iter 220 value 86.706170  
## iter 230 value 86.667993  
## iter 240 value 86.647342  
## iter 250 value 84.729579  
## iter 260 value 79.763100  
## iter 270 value 78.595351  
## iter 280 value 78.209391  
## iter 290 value 77.871306  
## iter 300 value 77.379058  
## final value 77.379058   
## stopped after 300 iterations  
## # weights: 122  
## initial value 141.684275   
## iter 10 value 126.015717  
## iter 20 value 118.854918  
## iter 30 value 117.913140  
## iter 40 value 115.110952  
## iter 50 value 114.834960  
## iter 60 value 114.715308  
## iter 70 value 111.570009  
## iter 80 value 107.194774  
## iter 90 value 105.885817  
## iter 100 value 105.417332  
## iter 110 value 104.577311  
## iter 120 value 104.130215  
## iter 130 value 103.733921  
## iter 140 value 102.956624  
## iter 150 value 102.455950  
## iter 160 value 102.320956  
## iter 170 value 102.211561  
## iter 180 value 102.105718  
## iter 190 value 101.034394  
## iter 200 value 96.637234  
## iter 210 value 91.863466  
## iter 220 value 90.185128  
## iter 230 value 89.433288  
## iter 240 value 88.596552  
## iter 250 value 86.971163  
## iter 260 value 82.473682  
## iter 270 value 80.201620  
## iter 280 value 79.798632  
## iter 290 value 79.051264  
## iter 300 value 76.461500  
## final value 76.461500   
## stopped after 300 iterations  
## # weights: 122  
## initial value 169.002949   
## iter 10 value 127.732964  
## iter 20 value 122.016803  
## iter 30 value 121.234588  
## iter 40 value 119.832203  
## iter 50 value 117.402511  
## iter 60 value 116.227650  
## iter 70 value 116.136585  
## iter 80 value 116.123987  
## iter 90 value 115.164929  
## iter 100 value 112.858372  
## iter 110 value 106.886495  
## iter 120 value 103.808353  
## iter 130 value 103.576223  
## iter 140 value 103.058144  
## iter 150 value 102.916483  
## iter 160 value 102.737613  
## iter 170 value 102.434894  
## iter 180 value 102.411055  
## iter 190 value 102.058761  
## iter 200 value 99.600819  
## iter 210 value 94.858666  
## iter 220 value 90.215064  
## iter 230 value 89.732499  
## iter 240 value 89.690868  
## iter 250 value 89.633195  
## iter 260 value 89.554749  
## iter 270 value 89.008923  
## iter 280 value 88.546710  
## iter 290 value 85.076877  
## iter 300 value 80.839773  
## final value 80.839773   
## stopped after 300 iterations  
## # weights: 122  
## initial value 147.622590   
## iter 10 value 134.151182  
## iter 20 value 132.047241  
## iter 30 value 130.543658  
## iter 40 value 128.539332  
## iter 50 value 122.767562  
## iter 60 value 119.231345  
## iter 70 value 117.585469  
## iter 80 value 116.505416  
## iter 90 value 115.794736  
## iter 100 value 115.297376  
## iter 110 value 115.261636  
## iter 120 value 115.242036  
## iter 130 value 115.228635  
## iter 140 value 112.498431  
## iter 150 value 105.146087  
## iter 160 value 101.864222  
## iter 170 value 100.325564  
## iter 180 value 96.988645  
## iter 190 value 92.352474  
## iter 200 value 90.852761  
## iter 210 value 90.257350  
## iter 220 value 89.546966  
## iter 230 value 89.442414  
## iter 240 value 88.930456  
## iter 250 value 87.912535  
## iter 260 value 87.505575  
## iter 270 value 87.168676  
## iter 280 value 85.651022  
## iter 290 value 83.605940  
## iter 300 value 80.727052  
## final value 80.727052   
## stopped after 300 iterations  
## # weights: 122  
## initial value 137.548392   
## iter 10 value 126.064831  
## iter 20 value 120.774849  
## iter 30 value 119.050007  
## iter 40 value 119.004177  
## iter 50 value 118.998842  
## iter 60 value 118.987578  
## iter 70 value 118.946999  
## iter 80 value 116.153302  
## iter 90 value 113.054117  
## iter 100 value 111.650328  
## iter 110 value 111.274682  
## iter 120 value 110.979271  
## iter 130 value 108.940366  
## iter 140 value 106.580382  
## iter 150 value 105.628096  
## iter 160 value 105.453281  
## iter 170 value 105.434072  
## iter 180 value 105.357038  
## iter 190 value 104.639155  
## iter 200 value 102.286992  
## iter 210 value 101.722329  
## iter 220 value 101.537234  
## iter 230 value 101.246498  
## iter 240 value 101.152205  
## iter 250 value 100.740093  
## iter 260 value 100.686975  
## iter 270 value 100.681625  
## iter 280 value 100.677144  
## iter 290 value 100.284339  
## iter 300 value 95.160844  
## final value 95.160844   
## stopped after 300 iterations  
## # weights: 122  
## initial value 198.451917   
## iter 10 value 133.742191  
## iter 20 value 133.181948  
## iter 30 value 133.113718  
## iter 40 value 130.383673  
## iter 50 value 123.243032  
## iter 60 value 122.062054  
## iter 70 value 121.690012  
## iter 80 value 121.461050  
## iter 90 value 120.708704  
## iter 100 value 120.656514  
## iter 110 value 120.231029  
## iter 120 value 120.157582  
## iter 130 value 119.787642  
## iter 140 value 116.809860  
## iter 150 value 116.240056  
## iter 160 value 115.960296  
## iter 170 value 112.734767  
## iter 180 value 111.775994  
## iter 190 value 111.533102  
## iter 200 value 111.436034  
## iter 210 value 111.332121  
## iter 220 value 108.328308  
## iter 230 value 107.618871  
## iter 240 value 107.524694  
## iter 250 value 107.513734  
## iter 260 value 107.491995  
## iter 270 value 107.309933  
## iter 280 value 107.272080  
## iter 290 value 107.234541  
## iter 300 value 104.060889  
## final value 104.060889   
## stopped after 300 iterations  
## # weights: 122  
## initial value 141.065535   
## iter 10 value 123.737779  
## iter 20 value 114.336622  
## iter 30 value 111.810393  
## iter 40 value 111.393605  
## iter 50 value 111.369592  
## iter 60 value 111.342495  
## iter 70 value 111.170134  
## iter 80 value 109.671011  
## iter 90 value 107.332234  
## iter 100 value 106.535788  
## iter 110 value 105.795856  
## iter 120 value 104.206394  
## iter 130 value 102.419081  
## iter 140 value 102.256636  
## iter 150 value 102.224078  
## iter 160 value 102.208294  
## iter 170 value 102.198260  
## iter 180 value 102.179157  
## iter 190 value 101.175046  
## iter 200 value 94.581219  
## iter 210 value 93.875216  
## iter 220 value 93.810227  
## iter 230 value 92.664094  
## iter 240 value 85.517915  
## iter 250 value 82.872198  
## iter 260 value 81.910025  
## iter 270 value 78.321725  
## iter 280 value 74.596194  
## iter 290 value 70.450043  
## iter 300 value 69.279649  
## final value 69.279649   
## stopped after 300 iterations  
## # weights: 122  
## initial value 150.399788   
## iter 10 value 126.298010  
## iter 20 value 119.224984  
## iter 30 value 116.745944  
## iter 40 value 115.326529  
## iter 50 value 113.248483  
## iter 60 value 113.066124  
## iter 70 value 111.820402  
## iter 80 value 111.254548  
## iter 90 value 110.851814  
## iter 100 value 110.686543  
## iter 110 value 110.653367  
## iter 120 value 110.590649  
## iter 130 value 109.965992  
## iter 140 value 109.485641  
## iter 150 value 105.784750  
## iter 160 value 104.194141  
## iter 170 value 104.032343  
## iter 180 value 103.796684  
## iter 190 value 103.701883  
## iter 200 value 103.500417  
## iter 210 value 103.469206  
## iter 220 value 103.365688  
## iter 230 value 102.813387  
## iter 240 value 99.284545  
## iter 250 value 95.008681  
## iter 260 value 93.741372  
## iter 270 value 93.183456  
## iter 280 value 89.096784  
## iter 290 value 84.109123  
## iter 300 value 82.735848  
## final value 82.735848   
## stopped after 300 iterations  
## # weights: 122  
## initial value 140.659213   
## iter 10 value 121.196304  
## iter 20 value 115.443904  
## iter 30 value 113.362958  
## iter 40 value 112.395870  
## iter 50 value 111.553321  
## iter 60 value 108.893333  
## iter 70 value 108.223813  
## iter 80 value 106.691546  
## iter 90 value 106.440885  
## iter 100 value 106.336066  
## iter 110 value 106.180194  
## iter 120 value 105.889396  
## iter 130 value 104.458624  
## iter 140 value 100.572228  
## iter 150 value 99.353129  
## iter 160 value 99.242488  
## iter 170 value 99.150986  
## iter 180 value 97.843349  
## iter 190 value 93.316767  
## iter 200 value 88.009620  
## iter 210 value 83.429022  
## iter 220 value 82.089432  
## iter 230 value 81.965579  
## iter 240 value 81.655707  
## iter 250 value 81.404499  
## iter 260 value 81.349791  
## iter 270 value 81.248491  
## iter 280 value 78.801625  
## iter 290 value 73.220535  
## iter 300 value 66.971742  
## final value 66.971742   
## stopped after 300 iterations  
## # weights: 122  
## initial value 174.348133   
## iter 10 value 126.127644  
## iter 20 value 116.796129  
## iter 30 value 109.180910  
## iter 40 value 106.328104  
## iter 50 value 104.906761  
## iter 60 value 104.249797  
## iter 70 value 102.803911  
## iter 80 value 100.527651  
## iter 90 value 98.931284  
## iter 100 value 98.696269  
## iter 110 value 98.505589  
## iter 120 value 98.157091  
## iter 130 value 96.942340  
## iter 140 value 96.295572  
## iter 150 value 95.833973  
## iter 160 value 95.721605  
## iter 170 value 95.638191  
## iter 180 value 95.321210  
## iter 190 value 93.738113  
## iter 200 value 92.776817  
## iter 210 value 92.697379  
## iter 220 value 92.646994  
## iter 230 value 92.578663  
## iter 240 value 92.225589  
## iter 250 value 91.940816  
## iter 260 value 91.912280  
## iter 270 value 91.904322  
## iter 280 value 91.897083  
## iter 290 value 91.883798  
## iter 300 value 91.587608  
## final value 91.587608   
## stopped after 300 iterations  
## # weights: 122  
## initial value 175.142540   
## iter 10 value 116.952931  
## iter 20 value 115.482403  
## iter 30 value 114.373621  
## iter 40 value 113.707704  
## iter 50 value 113.361547  
## iter 60 value 113.249754  
## iter 70 value 112.643222  
## iter 80 value 112.011437  
## iter 90 value 109.114895  
## iter 100 value 108.793897  
## iter 110 value 108.787575  
## iter 120 value 108.762719  
## iter 130 value 108.033292  
## iter 140 value 106.620629  
## iter 150 value 105.889625  
## iter 160 value 104.805715  
## iter 170 value 104.208404  
## iter 180 value 104.179553  
## iter 190 value 104.171635  
## iter 200 value 104.170024  
## iter 210 value 104.169247  
## iter 220 value 104.168560  
## iter 230 value 104.140267  
## iter 240 value 103.066816  
## iter 250 value 101.240726  
## iter 260 value 100.520354  
## iter 270 value 98.912120  
## iter 280 value 94.191807  
## iter 290 value 92.732049  
## iter 300 value 91.859946  
## final value 91.859946   
## stopped after 300 iterations  
## # weights: 134  
## initial value 151.759008   
## iter 10 value 131.854392  
## iter 20 value 125.423598  
## iter 30 value 117.228397  
## iter 40 value 115.233185  
## iter 50 value 113.655955  
## iter 60 value 112.480431  
## iter 70 value 111.922982  
## iter 80 value 111.147206  
## iter 90 value 110.974405  
## iter 100 value 110.817075  
## iter 110 value 110.774698  
## iter 120 value 110.668101  
## iter 130 value 109.357508  
## iter 140 value 107.226400  
## iter 150 value 100.188403  
## iter 160 value 99.084681  
## iter 170 value 97.512235  
## iter 180 value 96.741697  
## iter 190 value 96.471312  
## iter 200 value 96.405707  
## iter 210 value 96.372264  
## iter 220 value 96.269937  
## iter 230 value 95.765771  
## iter 240 value 94.780006  
## iter 250 value 90.252682  
## iter 260 value 78.815691  
## iter 270 value 70.576355  
## iter 280 value 62.811438  
## iter 290 value 58.092621  
## iter 300 value 57.357672  
## final value 57.357672   
## stopped after 300 iterations  
## # weights: 134  
## initial value 155.743933   
## iter 10 value 133.141713  
## iter 20 value 128.932092  
## iter 30 value 115.367103  
## iter 40 value 112.482792  
## iter 50 value 111.882865  
## iter 60 value 111.378407  
## iter 70 value 111.344609  
## iter 80 value 111.338885  
## iter 90 value 111.017895  
## iter 100 value 109.040319  
## iter 110 value 106.273689  
## iter 120 value 105.071384  
## iter 130 value 103.779962  
## iter 140 value 103.454537  
## iter 150 value 103.175067  
## iter 160 value 102.258960  
## iter 170 value 100.699982  
## iter 180 value 97.087263  
## iter 190 value 92.112668  
## iter 200 value 91.409715  
## iter 210 value 90.896601  
## iter 220 value 90.815502  
## iter 230 value 90.804313  
## iter 240 value 90.425624  
## iter 250 value 89.153930  
## iter 260 value 88.346442  
## iter 270 value 88.191920  
## iter 280 value 87.897962  
## iter 290 value 85.825520  
## iter 300 value 80.099079  
## final value 80.099079   
## stopped after 300 iterations  
## # weights: 134  
## initial value 135.663110   
## iter 10 value 125.635004  
## iter 20 value 113.524097  
## iter 30 value 110.653056  
## iter 40 value 106.433204  
## iter 50 value 105.132307  
## iter 60 value 104.871024  
## iter 70 value 104.758672  
## iter 80 value 104.480302  
## iter 90 value 104.286595  
## iter 100 value 104.022933  
## iter 110 value 102.275441  
## iter 120 value 99.734125  
## iter 130 value 99.243769  
## iter 140 value 99.201431  
## iter 150 value 98.859182  
## iter 160 value 98.691055  
## iter 170 value 98.661099  
## iter 180 value 98.517418  
## iter 190 value 97.812625  
## iter 200 value 97.388193  
## iter 210 value 96.979348  
## iter 220 value 94.892386  
## iter 230 value 88.727942  
## iter 240 value 82.978812  
## iter 250 value 78.985675  
## iter 260 value 78.256756  
## iter 270 value 78.217145  
## iter 280 value 78.169928  
## iter 290 value 78.112751  
## iter 300 value 77.649313  
## final value 77.649313   
## stopped after 300 iterations  
## # weights: 134  
## initial value 138.429211   
## iter 10 value 127.878410  
## iter 20 value 122.521440  
## iter 30 value 117.341489  
## iter 40 value 116.646423  
## iter 50 value 116.582798  
## iter 60 value 116.569572  
## iter 70 value 116.557959  
## iter 80 value 116.556466  
## iter 90 value 116.172556  
## iter 100 value 112.338093  
## iter 110 value 106.338796  
## iter 120 value 103.097450  
## iter 130 value 93.237141  
## iter 140 value 90.538935  
## iter 150 value 88.992436  
## iter 160 value 88.407266  
## iter 170 value 85.809062  
## iter 180 value 84.839275  
## iter 190 value 83.879062  
## iter 200 value 78.010522  
## iter 210 value 75.007702  
## iter 220 value 74.052534  
## iter 230 value 73.218711  
## iter 240 value 72.404716  
## iter 250 value 70.524758  
## iter 260 value 69.783508  
## iter 270 value 68.283949  
## iter 280 value 63.666581  
## iter 290 value 62.972685  
## iter 300 value 62.662871  
## final value 62.662871   
## stopped after 300 iterations  
## # weights: 134  
## initial value 194.540827   
## iter 10 value 134.026727  
## iter 20 value 133.343441  
## iter 30 value 133.336768  
## iter 40 value 133.331994  
## iter 50 value 123.701879  
## iter 60 value 114.839477  
## iter 70 value 109.419718  
## iter 80 value 107.648328  
## iter 90 value 105.580445  
## iter 100 value 101.530810  
## iter 110 value 100.607062  
## iter 120 value 100.261787  
## iter 130 value 100.229451  
## iter 140 value 97.109098  
## iter 150 value 93.869831  
## iter 160 value 90.041683  
## iter 170 value 87.901815  
## iter 180 value 87.229005  
## iter 190 value 86.422462  
## iter 200 value 86.281870  
## iter 210 value 86.256511  
## iter 220 value 86.215410  
## iter 230 value 85.889969  
## iter 240 value 83.176862  
## iter 250 value 81.434418  
## iter 260 value 78.652610  
## iter 270 value 69.801009  
## iter 280 value 64.893470  
## iter 290 value 63.269406  
## iter 300 value 62.227412  
## final value 62.227412   
## stopped after 300 iterations  
## # weights: 134  
## initial value 164.003079   
## iter 10 value 133.083530  
## iter 20 value 126.482306  
## iter 30 value 119.331980  
## iter 40 value 116.029171  
## iter 50 value 113.568740  
## iter 60 value 107.544987  
## iter 70 value 103.111464  
## iter 80 value 102.321391  
## iter 90 value 100.671768  
## iter 100 value 99.849464  
## iter 110 value 98.851819  
## iter 120 value 97.855089  
## iter 130 value 95.890374  
## iter 140 value 95.483721  
## iter 150 value 95.448202  
## iter 160 value 95.415634  
## iter 170 value 93.672737  
## iter 180 value 90.407518  
## iter 190 value 84.799777  
## iter 200 value 82.566741  
## iter 210 value 81.697895  
## iter 220 value 81.555795  
## iter 230 value 81.451737  
## iter 240 value 81.392678  
## iter 250 value 80.743913  
## iter 260 value 80.446133  
## iter 270 value 79.932280  
## iter 280 value 79.888415  
## iter 290 value 79.526722  
## iter 300 value 78.759717  
## final value 78.759717   
## stopped after 300 iterations  
## # weights: 134  
## initial value 305.810040   
## iter 10 value 134.792485  
## iter 20 value 132.554891  
## iter 30 value 125.224470  
## iter 40 value 124.618772  
## iter 50 value 123.032038  
## iter 60 value 121.849139  
## iter 70 value 121.836672  
## iter 80 value 121.830811  
## iter 90 value 121.377306  
## iter 100 value 119.178983  
## iter 110 value 115.486340  
## iter 120 value 114.502089  
## iter 130 value 112.340163  
## iter 140 value 112.260962  
## iter 150 value 112.236705  
## iter 160 value 111.821483  
## iter 170 value 107.825339  
## iter 180 value 99.366193  
## iter 190 value 96.267806  
## iter 200 value 95.656900  
## iter 210 value 95.419455  
## iter 220 value 95.044852  
## iter 230 value 94.249593  
## iter 240 value 94.201658  
## iter 250 value 94.094741  
## iter 260 value 93.971093  
## iter 270 value 91.807417  
## iter 280 value 81.663489  
## iter 290 value 77.528645  
## iter 300 value 73.069832  
## final value 73.069832   
## stopped after 300 iterations  
## # weights: 134  
## initial value 347.550409   
## iter 10 value 130.716275  
## iter 20 value 126.647107  
## iter 30 value 124.760451  
## iter 40 value 124.749601  
## iter 50 value 124.734742  
## iter 60 value 124.400488  
## iter 70 value 123.988104  
## iter 80 value 123.932689  
## iter 90 value 119.251366  
## iter 100 value 114.429155  
## iter 110 value 109.862741  
## iter 120 value 102.836109  
## iter 130 value 96.655646  
## iter 140 value 94.082847  
## iter 150 value 93.570523  
## iter 160 value 91.826235  
## iter 170 value 89.562650  
## iter 180 value 88.893104  
## iter 190 value 87.901899  
## iter 200 value 87.403837  
## iter 210 value 87.294968  
## iter 220 value 87.135348  
## iter 230 value 86.763514  
## iter 240 value 84.816477  
## iter 250 value 78.202544  
## iter 260 value 76.173853  
## iter 270 value 74.934261  
## iter 280 value 72.208067  
## iter 290 value 68.071136  
## iter 300 value 66.295260  
## final value 66.295260   
## stopped after 300 iterations  
## # weights: 134  
## initial value 150.090066   
## iter 10 value 134.044462  
## iter 20 value 130.859964  
## iter 30 value 129.860832  
## iter 40 value 128.354331  
## iter 50 value 127.584001  
## iter 60 value 127.577408  
## iter 70 value 126.594762  
## iter 80 value 124.319735  
## iter 90 value 124.300839  
## iter 100 value 124.294915  
## iter 110 value 116.678987  
## iter 120 value 108.542623  
## iter 130 value 106.512385  
## iter 140 value 105.483905  
## iter 150 value 103.155570  
## iter 160 value 100.303953  
## iter 170 value 100.094596  
## iter 180 value 100.047204  
## iter 190 value 99.243400  
## iter 200 value 98.918540  
## iter 210 value 98.893635  
## iter 220 value 98.869528  
## iter 230 value 98.782314  
## iter 240 value 98.165401  
## iter 250 value 97.317190  
## iter 260 value 97.284104  
## iter 270 value 97.085631  
## iter 280 value 93.767230  
## iter 290 value 91.232954  
## iter 300 value 91.078157  
## final value 91.078157   
## stopped after 300 iterations  
## # weights: 134  
## initial value 147.964449   
## iter 10 value 126.584573  
## iter 20 value 115.511442  
## iter 30 value 109.160652  
## iter 40 value 105.890992  
## iter 50 value 103.085956  
## iter 60 value 101.534130  
## iter 70 value 101.242834  
## iter 80 value 101.214963  
## iter 90 value 101.204318  
## iter 100 value 100.447714  
## iter 110 value 100.438227  
## iter 120 value 100.436797  
## iter 130 value 100.434698  
## iter 140 value 100.400884  
## iter 150 value 100.120486  
## iter 160 value 96.654157  
## iter 170 value 91.538238  
## iter 180 value 82.774581  
## iter 190 value 76.889520  
## iter 200 value 71.244546  
## iter 210 value 70.602409  
## iter 220 value 69.761160  
## iter 230 value 66.156460  
## iter 240 value 61.983581  
## iter 250 value 59.389316  
## iter 260 value 58.547716  
## iter 270 value 58.206365  
## iter 280 value 57.872709  
## iter 290 value 57.607816  
## iter 300 value 57.476755  
## final value 57.476755   
## stopped after 300 iterations  
## # weights: 146  
## initial value 293.178173   
## iter 10 value 128.187826  
## iter 20 value 111.921389  
## iter 30 value 107.648100  
## iter 40 value 106.660965  
## iter 50 value 105.555063  
## iter 60 value 102.704234  
## iter 70 value 95.416929  
## iter 80 value 88.976315  
## iter 90 value 88.846295  
## iter 100 value 88.695349  
## iter 110 value 88.366456  
## iter 120 value 88.141591  
## iter 130 value 87.521995  
## iter 140 value 86.229342  
## iter 150 value 85.654224  
## iter 160 value 85.235782  
## iter 170 value 84.978325  
## iter 180 value 84.927080  
## iter 190 value 84.900407  
## iter 200 value 84.883951  
## iter 210 value 84.506034  
## iter 220 value 81.711038  
## iter 230 value 79.927488  
## iter 240 value 79.694287  
## iter 250 value 79.492579  
## iter 260 value 78.712644  
## iter 270 value 77.270548  
## iter 280 value 74.334651  
## iter 290 value 73.911341  
## iter 300 value 73.855745  
## final value 73.855745   
## stopped after 300 iterations  
## # weights: 146  
## initial value 185.991501   
## iter 10 value 135.224222  
## iter 20 value 124.467599  
## iter 30 value 115.683825  
## iter 40 value 113.889332  
## iter 50 value 113.642918  
## iter 60 value 112.741849  
## iter 70 value 112.081474  
## iter 80 value 111.936544  
## iter 90 value 111.846896  
## iter 100 value 111.723080  
## iter 110 value 111.167131  
## iter 120 value 110.970519  
## iter 130 value 110.742203  
## iter 140 value 108.400615  
## iter 150 value 106.465584  
## iter 160 value 106.189481  
## iter 170 value 105.797521  
## iter 180 value 105.760460  
## iter 190 value 104.923877  
## iter 200 value 102.486751  
## iter 210 value 95.415630  
## iter 220 value 90.728931  
## iter 230 value 90.311002  
## iter 240 value 90.255372  
## iter 250 value 89.775469  
## iter 260 value 89.239312  
## iter 270 value 89.062776  
## iter 280 value 89.036300  
## iter 290 value 88.773915  
## iter 300 value 87.460007  
## final value 87.460007   
## stopped after 300 iterations  
## # weights: 146  
## initial value 255.316411   
## iter 10 value 132.800542  
## iter 20 value 130.756118  
## iter 30 value 129.611440  
## iter 40 value 127.934891  
## iter 50 value 122.211702  
## iter 60 value 118.699531  
## iter 70 value 118.641983  
## iter 80 value 118.629533  
## iter 90 value 118.621540  
## iter 100 value 116.680114  
## iter 110 value 106.624041  
## iter 120 value 99.675382  
## iter 130 value 92.545513  
## iter 140 value 88.698612  
## iter 150 value 87.506188  
## iter 160 value 87.412219  
## iter 170 value 87.284030  
## iter 180 value 85.723394  
## iter 190 value 80.436434  
## iter 200 value 77.591155  
## iter 210 value 76.860114  
## iter 220 value 75.582908  
## iter 230 value 71.431930  
## iter 240 value 69.057788  
## iter 250 value 67.829400  
## iter 260 value 67.547091  
## iter 270 value 67.283020  
## iter 280 value 67.212871  
## iter 290 value 67.119805  
## iter 300 value 66.553197  
## final value 66.553197   
## stopped after 300 iterations  
## # weights: 146  
## initial value 180.432988   
## iter 10 value 134.803063  
## iter 20 value 133.309042  
## iter 30 value 131.386417  
## iter 40 value 131.377213  
## iter 50 value 130.765356  
## iter 60 value 120.808985  
## iter 70 value 117.802454  
## iter 80 value 117.347147  
## iter 90 value 116.833461  
## iter 100 value 115.857836  
## iter 110 value 114.733226  
## iter 120 value 112.806412  
## iter 130 value 112.366975  
## iter 140 value 111.601523  
## iter 150 value 110.607022  
## iter 160 value 110.382635  
## iter 170 value 110.325229  
## iter 180 value 109.639241  
## iter 190 value 104.757337  
## iter 200 value 100.602386  
## iter 210 value 98.929838  
## iter 220 value 98.670688  
## iter 230 value 95.528469  
## iter 240 value 91.911201  
## iter 250 value 91.345762  
## iter 260 value 91.097584  
## iter 270 value 89.966485  
## iter 280 value 86.025332  
## iter 290 value 83.011210  
## iter 300 value 79.969850  
## final value 79.969850   
## stopped after 300 iterations  
## # weights: 146  
## initial value 146.753978   
## iter 10 value 129.961109  
## iter 20 value 127.244801  
## iter 30 value 126.186703  
## iter 40 value 121.691272  
## iter 50 value 121.623505  
## iter 60 value 121.602351  
## iter 70 value 119.209295  
## iter 80 value 112.579626  
## iter 90 value 109.389487  
## iter 100 value 109.103332  
## iter 110 value 108.378236  
## iter 120 value 106.461058  
## iter 130 value 106.256675  
## iter 140 value 105.839540  
## iter 150 value 105.708471  
## iter 160 value 105.636682  
## iter 170 value 105.612201  
## iter 180 value 104.947673  
## iter 190 value 104.711771  
## iter 200 value 103.379353  
## iter 210 value 103.166394  
## iter 220 value 103.155781  
## iter 230 value 103.150313  
## iter 240 value 102.821082  
## iter 250 value 100.477304  
## iter 260 value 98.683573  
## iter 270 value 97.959904  
## iter 280 value 97.617625  
## iter 290 value 97.420485  
## iter 300 value 97.336779  
## final value 97.336779   
## stopped after 300 iterations  
## # weights: 146  
## initial value 243.251794   
## iter 10 value 133.137717  
## iter 20 value 124.996930  
## iter 30 value 117.832764  
## iter 40 value 113.494853  
## iter 50 value 111.324081  
## iter 60 value 110.280918  
## iter 70 value 105.905212  
## iter 80 value 104.782481  
## iter 90 value 104.607756  
## iter 100 value 104.425197  
## iter 110 value 104.189557  
## iter 120 value 104.166381  
## iter 130 value 103.887066  
## iter 140 value 103.187567  
## iter 150 value 100.626328  
## iter 160 value 100.126730  
## iter 170 value 100.004958  
## iter 180 value 99.251803  
## iter 190 value 97.951011  
## iter 200 value 97.702183  
## iter 210 value 97.528638  
## iter 220 value 97.370837  
## iter 230 value 97.305860  
## iter 240 value 96.944302  
## iter 250 value 96.728839  
## iter 260 value 96.196450  
## iter 270 value 96.134283  
## iter 280 value 96.033897  
## iter 290 value 95.864100  
## iter 300 value 94.665501  
## final value 94.665501   
## stopped after 300 iterations  
## # weights: 146  
## initial value 211.337205   
## iter 10 value 126.616334  
## iter 20 value 112.452185  
## iter 30 value 104.469461  
## iter 40 value 101.776865  
## iter 50 value 96.591992  
## iter 60 value 94.925531  
## iter 70 value 94.303352  
## iter 80 value 94.203323  
## iter 90 value 94.167016  
## iter 100 value 94.153991  
## iter 110 value 93.517619  
## iter 120 value 89.286217  
## iter 130 value 87.771061  
## iter 140 value 87.606453  
## iter 150 value 87.586166  
## iter 160 value 87.562903  
## iter 170 value 87.517667  
## iter 180 value 86.581995  
## iter 190 value 84.967192  
## iter 200 value 82.265605  
## iter 210 value 79.947775  
## iter 220 value 75.187750  
## iter 230 value 70.595872  
## iter 240 value 68.696645  
## iter 250 value 67.393920  
## iter 260 value 67.060104  
## iter 270 value 66.889675  
## iter 280 value 66.460706  
## iter 290 value 59.643795  
## iter 300 value 50.811958  
## final value 50.811958   
## stopped after 300 iterations  
## # weights: 146  
## initial value 143.040596   
## iter 10 value 130.946873  
## iter 20 value 128.413731  
## iter 30 value 128.399260  
## iter 40 value 128.387760  
## iter 50 value 126.198166  
## iter 60 value 121.426221  
## iter 70 value 121.014708  
## iter 80 value 116.031277  
## iter 90 value 108.656971  
## iter 100 value 105.901170  
## iter 110 value 102.782514  
## iter 120 value 99.517541  
## iter 130 value 98.590066  
## iter 140 value 98.495099  
## iter 150 value 98.415628  
## iter 160 value 97.493005  
## iter 170 value 93.870542  
## iter 180 value 91.338703  
## iter 190 value 90.001289  
## iter 200 value 87.797594  
## iter 210 value 84.708798  
## iter 220 value 82.485808  
## iter 230 value 81.557591  
## iter 240 value 80.045906  
## iter 250 value 77.106403  
## iter 260 value 76.590577  
## iter 270 value 73.245798  
## iter 280 value 65.604640  
## iter 290 value 60.249562  
## iter 300 value 58.080034  
## final value 58.080034   
## stopped after 300 iterations  
## # weights: 146  
## initial value 212.708047   
## iter 10 value 125.169908  
## iter 20 value 115.868530  
## iter 30 value 113.743392  
## iter 40 value 112.521804  
## iter 50 value 110.269102  
## iter 60 value 108.618421  
## iter 70 value 108.204669  
## iter 80 value 108.178812  
## iter 90 value 106.826878  
## iter 100 value 104.622199  
## iter 110 value 103.472907  
## iter 120 value 99.082107  
## iter 130 value 98.000270  
## iter 140 value 97.942451  
## iter 150 value 97.686153  
## iter 160 value 97.543705  
## iter 170 value 97.324919  
## iter 180 value 97.215594  
## iter 190 value 97.121479  
## iter 200 value 97.112933  
## iter 210 value 96.969134  
## iter 220 value 95.874371  
## iter 230 value 94.254627  
## iter 240 value 92.136309  
## iter 250 value 91.524170  
## iter 260 value 91.252737  
## iter 270 value 90.983538  
## iter 280 value 90.912997  
## iter 290 value 90.785962  
## iter 300 value 90.722584  
## final value 90.722584   
## stopped after 300 iterations  
## # weights: 146  
## initial value 171.427896   
## iter 10 value 128.259562  
## iter 20 value 118.428206  
## iter 30 value 117.871023  
## iter 40 value 117.831174  
## iter 50 value 117.356946  
## iter 60 value 117.028101  
## iter 70 value 116.197771  
## iter 80 value 111.249854  
## iter 90 value 110.919147  
## iter 100 value 110.831654  
## iter 110 value 110.770772  
## iter 120 value 107.940373  
## iter 130 value 105.587462  
## iter 140 value 104.207364  
## iter 150 value 103.556084  
## iter 160 value 102.957373  
## iter 170 value 97.977324  
## iter 180 value 95.041567  
## iter 190 value 93.505969  
## iter 200 value 91.400247  
## iter 210 value 85.762742  
## iter 220 value 82.596435  
## iter 230 value 77.573302  
## iter 240 value 73.211553  
## iter 250 value 71.493353  
## iter 260 value 71.228960  
## iter 270 value 70.784989  
## iter 280 value 70.566421  
## iter 290 value 70.123126  
## iter 300 value 68.900751  
## final value 68.900751   
## stopped after 300 iterations  
## # weights: 158  
## initial value 144.386075   
## iter 10 value 120.162786  
## iter 20 value 104.415660  
## iter 30 value 101.998252  
## iter 40 value 99.392240  
## iter 50 value 96.614346  
## iter 60 value 96.024319  
## iter 70 value 95.729014  
## iter 80 value 95.515219  
## iter 90 value 95.290913  
## iter 100 value 95.008368  
## iter 110 value 94.998426  
## iter 120 value 94.918957  
## iter 130 value 94.658255  
## iter 140 value 94.615048  
## iter 150 value 94.598634  
## iter 160 value 94.597111  
## iter 170 value 94.594983  
## iter 180 value 94.539862  
## iter 190 value 92.079185  
## iter 200 value 90.302520  
## iter 210 value 81.943527  
## iter 220 value 80.031076  
## iter 230 value 77.656603  
## iter 240 value 76.142528  
## iter 250 value 73.682564  
## iter 260 value 72.716095  
## iter 270 value 72.558053  
## iter 280 value 72.500141  
## iter 290 value 72.438277  
## iter 300 value 71.465337  
## final value 71.465337   
## stopped after 300 iterations  
## # weights: 158  
## initial value 140.741797   
## iter 10 value 128.886680  
## iter 20 value 126.396081  
## iter 30 value 121.085178  
## iter 40 value 116.692720  
## iter 50 value 114.661259  
## iter 60 value 113.987223  
## iter 70 value 113.925046  
## iter 80 value 113.903306  
## iter 90 value 113.891809  
## iter 100 value 113.889218  
## iter 110 value 113.884925  
## iter 120 value 113.880913  
## iter 130 value 111.996483  
## iter 140 value 109.737056  
## iter 150 value 109.478726  
## iter 160 value 108.944080  
## iter 170 value 108.856629  
## iter 180 value 108.670007  
## iter 190 value 108.002407  
## iter 200 value 106.068528  
## iter 210 value 102.605894  
## iter 220 value 100.647271  
## iter 230 value 100.013250  
## iter 240 value 97.718758  
## iter 250 value 94.548470  
## iter 260 value 90.813043  
## iter 270 value 89.311477  
## iter 280 value 87.655525  
## iter 290 value 86.462413  
## iter 300 value 85.318239  
## final value 85.318239   
## stopped after 300 iterations  
## # weights: 158  
## initial value 152.189266   
## iter 10 value 127.830165  
## iter 20 value 124.264675  
## iter 30 value 116.382805  
## iter 40 value 112.370894  
## iter 50 value 111.548123  
## iter 60 value 111.265719  
## iter 70 value 111.161428  
## iter 80 value 111.081907  
## iter 90 value 111.065796  
## iter 100 value 111.054454  
## iter 110 value 111.023200  
## iter 120 value 110.953817  
## iter 130 value 109.975208  
## iter 140 value 109.665944  
## iter 150 value 109.272180  
## iter 160 value 108.804835  
## iter 170 value 107.624046  
## iter 180 value 106.459364  
## iter 190 value 105.750383  
## iter 200 value 102.941602  
## iter 210 value 99.692464  
## iter 220 value 97.854272  
## iter 230 value 97.365784  
## iter 240 value 97.340147  
## iter 250 value 97.331967  
## iter 260 value 97.329249  
## iter 270 value 97.325903  
## iter 280 value 97.180933  
## iter 290 value 94.973347  
## iter 300 value 88.884795  
## final value 88.884795   
## stopped after 300 iterations  
## # weights: 158  
## initial value 314.688469   
## iter 10 value 133.918432  
## iter 20 value 127.791698  
## iter 30 value 125.947698  
## iter 40 value 125.111070  
## iter 50 value 125.091978  
## iter 60 value 125.079753  
## iter 70 value 125.066440  
## iter 80 value 125.062583  
## iter 90 value 124.748044  
## iter 100 value 122.164094  
## iter 110 value 118.408396  
## iter 120 value 116.501541  
## iter 130 value 116.168178  
## iter 140 value 113.255170  
## iter 150 value 104.264024  
## iter 160 value 102.477780  
## iter 170 value 101.482193  
## iter 180 value 100.880968  
## iter 190 value 100.735141  
## iter 200 value 99.875179  
## iter 210 value 93.965422  
## iter 220 value 86.997103  
## iter 230 value 83.186199  
## iter 240 value 81.256968  
## iter 250 value 80.775658  
## iter 260 value 80.575100  
## iter 270 value 80.286417  
## iter 280 value 79.006209  
## iter 290 value 75.008540  
## iter 300 value 74.250839  
## final value 74.250839   
## stopped after 300 iterations  
## # weights: 158  
## initial value 184.296345   
## iter 10 value 132.342203  
## iter 20 value 124.192034  
## iter 30 value 120.369606  
## iter 40 value 116.137981  
## iter 50 value 112.873836  
## iter 60 value 110.556215  
## iter 70 value 109.949128  
## iter 80 value 109.256591  
## iter 90 value 108.826383  
## iter 100 value 108.410602  
## iter 110 value 108.166368  
## iter 120 value 108.133094  
## iter 130 value 108.055170  
## iter 140 value 107.520112  
## iter 150 value 106.273295  
## iter 160 value 105.902285  
## iter 170 value 105.478046  
## iter 180 value 105.253177  
## iter 190 value 105.243495  
## iter 200 value 102.656895  
## iter 210 value 99.187705  
## iter 220 value 96.869963  
## iter 230 value 96.671564  
## iter 240 value 96.544503  
## iter 250 value 95.376169  
## iter 260 value 90.227805  
## iter 270 value 84.703391  
## iter 280 value 82.224579  
## iter 290 value 81.473774  
## iter 300 value 81.393521  
## final value 81.393521   
## stopped after 300 iterations  
## # weights: 158  
## initial value 158.705237   
## iter 10 value 133.834283  
## iter 20 value 126.888703  
## iter 30 value 123.361117  
## iter 40 value 119.236067  
## iter 50 value 119.096444  
## iter 60 value 119.026779  
## iter 70 value 118.861801  
## iter 80 value 118.847114  
## iter 90 value 118.753807  
## iter 100 value 118.074475  
## iter 110 value 117.782399  
## iter 120 value 117.777932  
## iter 130 value 117.775602  
## iter 140 value 117.772879  
## iter 150 value 107.765555  
## iter 160 value 102.170040  
## iter 170 value 93.382932  
## iter 180 value 90.413510  
## iter 190 value 88.404272  
## iter 200 value 81.670093  
## iter 210 value 76.629388  
## iter 220 value 73.056759  
## iter 230 value 67.813319  
## iter 240 value 63.470893  
## iter 250 value 62.124839  
## iter 260 value 58.686871  
## iter 270 value 53.187152  
## iter 280 value 51.491575  
## iter 290 value 50.834632  
## iter 300 value 50.786752  
## final value 50.786752   
## stopped after 300 iterations  
## # weights: 158  
## initial value 203.300724   
## iter 10 value 128.226208  
## iter 20 value 119.918768  
## iter 30 value 114.793787  
## iter 40 value 106.754321  
## iter 50 value 103.742472  
## iter 60 value 103.343280  
## iter 70 value 103.299908  
## iter 80 value 99.279616  
## iter 90 value 97.220044  
## iter 100 value 97.014962  
## iter 110 value 96.476767  
## iter 120 value 95.760292  
## iter 130 value 95.611098  
## iter 140 value 95.571599  
## iter 150 value 95.551126  
## iter 160 value 95.544200  
## iter 170 value 95.539324  
## iter 180 value 95.509526  
## iter 190 value 95.253986  
## iter 200 value 92.011512  
## iter 210 value 84.082824  
## iter 220 value 77.175881  
## iter 230 value 76.388715  
## iter 240 value 74.789526  
## iter 250 value 72.907571  
## iter 260 value 72.623785  
## iter 270 value 71.522948  
## iter 280 value 66.106129  
## iter 290 value 56.747516  
## iter 300 value 49.385838  
## final value 49.385838   
## stopped after 300 iterations  
## # weights: 158  
## initial value 196.299068   
## iter 10 value 132.028108  
## iter 20 value 125.999371  
## iter 30 value 123.121290  
## iter 40 value 117.109252  
## iter 50 value 115.889444  
## iter 60 value 115.593941  
## iter 70 value 114.651118  
## iter 80 value 113.619743  
## iter 90 value 110.975953  
## iter 100 value 110.738564  
## iter 110 value 110.524421  
## iter 120 value 106.748424  
## iter 130 value 105.270904  
## iter 140 value 97.964106  
## iter 150 value 94.104467  
## iter 160 value 93.576942  
## iter 170 value 93.465809  
## iter 180 value 93.166199  
## iter 190 value 92.815541  
## iter 200 value 92.616601  
## iter 210 value 92.535697  
## iter 220 value 92.438879  
## iter 230 value 92.394780  
## iter 240 value 92.365311  
## iter 250 value 92.339547  
## iter 260 value 92.334294  
## iter 270 value 92.330333  
## iter 280 value 92.215410  
## iter 290 value 91.864292  
## iter 300 value 88.751811  
## final value 88.751811   
## stopped after 300 iterations  
## # weights: 158  
## initial value 302.608738   
## iter 10 value 130.986514  
## iter 20 value 126.525629  
## iter 30 value 125.538934  
## iter 40 value 124.063412  
## iter 50 value 119.765463  
## iter 60 value 117.124605  
## iter 70 value 114.718925  
## iter 80 value 113.324503  
## iter 90 value 112.481696  
## iter 100 value 109.573935  
## iter 110 value 108.954774  
## iter 120 value 108.360192  
## iter 130 value 104.929605  
## iter 140 value 104.752687  
## iter 150 value 104.707359  
## iter 160 value 104.555028  
## iter 170 value 103.643613  
## iter 180 value 99.222757  
## iter 190 value 92.112655  
## iter 200 value 90.876684  
## iter 210 value 89.598674  
## iter 220 value 87.834459  
## iter 230 value 87.221267  
## iter 240 value 86.708820  
## iter 250 value 86.082439  
## iter 260 value 84.534398  
## iter 270 value 80.974575  
## iter 280 value 78.532150  
## iter 290 value 73.151989  
## iter 300 value 68.922610  
## final value 68.922610   
## stopped after 300 iterations  
## # weights: 158  
## initial value 202.764300   
## iter 10 value 132.914033  
## iter 20 value 123.441289  
## iter 30 value 117.961208  
## iter 40 value 115.461655  
## iter 50 value 114.365871  
## iter 60 value 113.651870  
## iter 70 value 111.322632  
## iter 80 value 108.355322  
## iter 90 value 108.243588  
## iter 100 value 108.194535  
## iter 110 value 107.775748  
## iter 120 value 107.489960  
## iter 130 value 107.352061  
## iter 140 value 107.239065  
## iter 150 value 107.234116  
## iter 160 value 107.232668  
## iter 170 value 107.230864  
## iter 180 value 107.058133  
## iter 190 value 106.350002  
## iter 200 value 104.225404  
## iter 210 value 103.370449  
## iter 220 value 102.835060  
## iter 230 value 102.764189  
## iter 240 value 102.692955  
## iter 250 value 101.602562  
## iter 260 value 90.845340  
## iter 270 value 87.164382  
## iter 280 value 83.887122  
## iter 290 value 83.277122  
## iter 300 value 83.015039  
## final value 83.015039   
## stopped after 300 iterations  
## # weights: 170  
## initial value 269.092633   
## iter 10 value 128.048537  
## iter 20 value 117.448066  
## iter 30 value 106.457760  
## iter 40 value 103.590055  
## iter 50 value 98.998743  
## iter 60 value 94.811134  
## iter 70 value 94.599071  
## iter 80 value 93.673705  
## iter 90 value 91.581589  
## iter 100 value 90.697672  
## iter 110 value 90.587115  
## iter 120 value 90.574730  
## iter 130 value 90.568415  
## iter 140 value 90.565674  
## iter 150 value 90.554018  
## iter 160 value 89.842572  
## iter 170 value 88.119063  
## iter 180 value 87.948711  
## iter 190 value 87.575865  
## iter 200 value 86.761928  
## iter 210 value 86.001057  
## iter 220 value 85.140942  
## iter 230 value 84.277226  
## iter 240 value 83.002051  
## iter 250 value 82.556044  
## iter 260 value 82.516608  
## iter 270 value 82.133689  
## iter 280 value 81.809059  
## iter 290 value 81.449033  
## iter 300 value 80.795541  
## final value 80.795541   
## stopped after 300 iterations  
## # weights: 170  
## initial value 168.942481   
## iter 10 value 133.658921  
## iter 20 value 124.695856  
## iter 30 value 119.460341  
## iter 40 value 114.834869  
## iter 50 value 113.086558  
## iter 60 value 112.887448  
## iter 70 value 110.314151  
## iter 80 value 109.299224  
## iter 90 value 108.451668  
## iter 100 value 108.435970  
## iter 110 value 107.308743  
## iter 120 value 105.853560  
## iter 130 value 105.675358  
## iter 140 value 105.137910  
## iter 150 value 105.093543  
## iter 160 value 105.081026  
## iter 170 value 105.053435  
## iter 180 value 104.506986  
## iter 190 value 104.050138  
## iter 200 value 103.625733  
## iter 210 value 103.453461  
## iter 220 value 103.264413  
## iter 230 value 100.954226  
## iter 240 value 99.827790  
## iter 250 value 99.067041  
## iter 260 value 97.884907  
## iter 270 value 97.393192  
## iter 280 value 97.196940  
## iter 290 value 97.101750  
## iter 300 value 97.042729  
## final value 97.042729   
## stopped after 300 iterations  
## # weights: 170  
## initial value 160.161384   
## iter 10 value 130.672687  
## iter 20 value 124.357655  
## iter 30 value 121.188373  
## iter 40 value 118.130583  
## iter 50 value 117.152181  
## iter 60 value 117.098432  
## iter 70 value 117.070981  
## iter 80 value 117.067509  
## iter 90 value 117.062896  
## iter 100 value 115.126773  
## iter 110 value 109.097993  
## iter 120 value 104.981211  
## iter 130 value 99.376474  
## iter 140 value 96.966603  
## iter 150 value 95.271667  
## iter 160 value 94.810200  
## iter 170 value 94.541902  
## iter 180 value 92.472723  
## iter 190 value 88.514869  
## iter 200 value 87.051455  
## iter 210 value 86.821073  
## iter 220 value 86.643871  
## iter 230 value 86.285132  
## iter 240 value 86.204911  
## iter 250 value 86.133088  
## iter 260 value 86.040949  
## iter 270 value 85.696860  
## iter 280 value 85.561432  
## iter 290 value 85.471635  
## iter 300 value 84.649848  
## final value 84.649848   
## stopped after 300 iterations  
## # weights: 170  
## initial value 152.599794   
## iter 10 value 120.560705  
## iter 20 value 114.021544  
## iter 30 value 108.278931  
## iter 40 value 103.313501  
## iter 50 value 97.659808  
## iter 60 value 93.543296  
## iter 70 value 92.387382  
## iter 80 value 90.632728  
## iter 90 value 89.251643  
## iter 100 value 88.290718  
## iter 110 value 88.052771  
## iter 120 value 87.929990  
## iter 130 value 87.870791  
## iter 140 value 87.776305  
## iter 150 value 87.509179  
## iter 160 value 87.145208  
## iter 170 value 87.096412  
## iter 180 value 87.037160  
## iter 190 value 86.509215  
## iter 200 value 84.713458  
## iter 210 value 82.288721  
## iter 220 value 81.207142  
## iter 230 value 80.703241  
## iter 240 value 77.147681  
## iter 250 value 74.626276  
## iter 260 value 73.852986  
## iter 270 value 72.497946  
## iter 280 value 71.868977  
## iter 290 value 71.123363  
## iter 300 value 70.609884  
## final value 70.609884   
## stopped after 300 iterations  
## # weights: 170  
## initial value 374.183071   
## iter 10 value 127.052402  
## iter 20 value 117.391092  
## iter 30 value 105.427937  
## iter 40 value 103.623790  
## iter 50 value 103.553769  
## iter 60 value 103.532734  
## iter 70 value 103.519452  
## iter 80 value 103.082447  
## iter 90 value 100.697049  
## iter 100 value 98.485145  
## iter 110 value 97.887550  
## iter 120 value 97.769918  
## iter 130 value 97.030068  
## iter 140 value 96.939116  
## iter 150 value 96.311878  
## iter 160 value 93.944077  
## iter 170 value 89.789710  
## iter 180 value 87.424140  
## iter 190 value 86.757713  
## iter 200 value 86.511945  
## iter 210 value 84.183366  
## iter 220 value 82.755165  
## iter 230 value 82.660325  
## iter 240 value 82.015676  
## iter 250 value 80.290212  
## iter 260 value 72.506282  
## iter 270 value 67.056038  
## iter 280 value 65.983958  
## iter 290 value 64.372482  
## iter 300 value 64.070693  
## final value 64.070693   
## stopped after 300 iterations  
## # weights: 170  
## initial value 158.908138   
## iter 10 value 133.229112  
## iter 20 value 125.060560  
## iter 30 value 120.947323  
## iter 40 value 116.774957  
## iter 50 value 114.522061  
## iter 60 value 112.875997  
## iter 70 value 106.834819  
## iter 80 value 103.430893  
## iter 90 value 102.840753  
## iter 100 value 101.753690  
## iter 110 value 101.189072  
## iter 120 value 100.509747  
## iter 130 value 99.293854  
## iter 140 value 99.169587  
## iter 150 value 98.888198  
## iter 160 value 98.602710  
## iter 170 value 98.475287  
## iter 180 value 98.171186  
## iter 190 value 97.500605  
## iter 200 value 96.743212  
## iter 210 value 96.226367  
## iter 220 value 95.692347  
## iter 230 value 95.438075  
## iter 240 value 95.208526  
## iter 250 value 95.134828  
## iter 260 value 94.900023  
## iter 270 value 94.562744  
## iter 280 value 94.526863  
## iter 290 value 93.928722  
## iter 300 value 93.425146  
## final value 93.425146   
## stopped after 300 iterations  
## # weights: 170  
## initial value 310.920502   
## iter 10 value 133.811607  
## iter 20 value 132.751377  
## iter 30 value 132.495630  
## iter 40 value 125.181037  
## iter 50 value 120.863443  
## iter 60 value 119.933347  
## iter 70 value 119.899640  
## iter 80 value 119.882475  
## iter 90 value 119.833077  
## iter 100 value 118.962001  
## iter 110 value 114.027196  
## iter 120 value 109.128913  
## iter 130 value 98.592249  
## iter 140 value 92.322540  
## iter 150 value 86.547526  
## iter 160 value 85.549646  
## iter 170 value 83.199564  
## iter 180 value 80.636078  
## iter 190 value 78.437146  
## iter 200 value 72.133307  
## iter 210 value 68.460042  
## iter 220 value 66.603181  
## iter 230 value 65.975764  
## iter 240 value 65.784356  
## iter 250 value 65.670736  
## iter 260 value 65.621698  
## iter 270 value 65.609608  
## iter 280 value 65.204469  
## iter 290 value 63.280848  
## iter 300 value 61.727588  
## final value 61.727588   
## stopped after 300 iterations  
## # weights: 170  
## initial value 161.246825   
## iter 10 value 130.530371  
## iter 20 value 118.723603  
## iter 30 value 114.038058  
## iter 40 value 113.409814  
## iter 50 value 112.456890  
## iter 60 value 112.187914  
## iter 70 value 109.181653  
## iter 80 value 108.861508  
## iter 90 value 107.844110  
## iter 100 value 107.680898  
## iter 110 value 107.668550  
## iter 120 value 107.662019  
## iter 130 value 107.655820  
## iter 140 value 105.435335  
## iter 150 value 103.041353  
## iter 160 value 95.518959  
## iter 170 value 92.986764  
## iter 180 value 90.678491  
## iter 190 value 86.030131  
## iter 200 value 82.370301  
## iter 210 value 80.610347  
## iter 220 value 80.507470  
## iter 230 value 80.446530  
## iter 240 value 80.116241  
## iter 250 value 78.350132  
## iter 260 value 75.189765  
## iter 270 value 68.154137  
## iter 280 value 65.031282  
## iter 290 value 64.151097  
## iter 300 value 63.454487  
## final value 63.454487   
## stopped after 300 iterations  
## # weights: 170  
## initial value 292.279831   
## iter 10 value 127.437023  
## iter 20 value 121.029203  
## iter 30 value 114.484376  
## iter 40 value 112.922002  
## iter 50 value 109.805482  
## iter 60 value 104.585890  
## iter 70 value 103.255802  
## iter 80 value 102.960257  
## iter 90 value 102.740880  
## iter 100 value 101.386277  
## iter 110 value 101.216902  
## iter 120 value 100.724372  
## iter 130 value 98.422080  
## iter 140 value 98.214359  
## iter 150 value 98.162761  
## iter 160 value 97.652021  
## iter 170 value 97.156821  
## iter 180 value 94.312558  
## iter 190 value 93.151147  
## iter 200 value 92.859235  
## iter 210 value 92.409515  
## iter 220 value 92.165039  
## iter 230 value 92.139583  
## iter 240 value 92.124191  
## iter 250 value 92.116293  
## iter 260 value 92.040992  
## iter 270 value 91.797555  
## iter 280 value 91.643206  
## iter 290 value 91.629850  
## iter 300 value 91.623125  
## final value 91.623125   
## stopped after 300 iterations  
## # weights: 170  
## initial value 157.373558   
## iter 10 value 121.700478  
## iter 20 value 114.170580  
## iter 30 value 111.858732  
## iter 40 value 107.583927  
## iter 50 value 106.799154  
## iter 60 value 103.868326  
## iter 70 value 103.163697  
## iter 80 value 101.784547  
## iter 90 value 100.914936  
## iter 100 value 100.218343  
## iter 110 value 99.338326  
## iter 120 value 97.807700  
## iter 130 value 96.715783  
## iter 140 value 96.578563  
## iter 150 value 96.569408  
## iter 160 value 94.867848  
## iter 170 value 94.740377  
## iter 180 value 94.385532  
## iter 190 value 93.365329  
## iter 200 value 93.051621  
## iter 210 value 91.548561  
## iter 220 value 91.375072  
## iter 230 value 91.366500  
## iter 240 value 91.318110  
## iter 250 value 91.100418  
## iter 260 value 88.653506  
## iter 270 value 82.192234  
## iter 280 value 71.622082  
## iter 290 value 67.104411  
## iter 300 value 66.345252  
## final value 66.345252   
## stopped after 300 iterations  
## # weights: 182  
## initial value 140.511019   
## iter 10 value 119.692836  
## iter 20 value 107.841823  
## iter 30 value 100.724745  
## iter 40 value 96.834597  
## iter 50 value 94.215511  
## iter 60 value 91.732744  
## iter 70 value 86.752153  
## iter 80 value 83.373833  
## iter 90 value 82.035742  
## iter 100 value 81.571953  
## iter 110 value 81.436995  
## iter 120 value 81.262045  
## iter 130 value 81.249937  
## iter 140 value 81.244033  
## iter 150 value 81.241264  
## iter 160 value 81.239383  
## iter 170 value 81.237613  
## iter 180 value 81.226903  
## iter 190 value 80.944156  
## iter 200 value 76.853945  
## iter 210 value 72.135486  
## iter 220 value 70.941756  
## iter 230 value 69.634440  
## iter 240 value 69.069178  
## iter 250 value 67.378905  
## iter 260 value 66.675524  
## iter 270 value 66.461384  
## iter 280 value 66.428457  
## iter 290 value 66.404322  
## iter 300 value 66.389609  
## final value 66.389609   
## stopped after 300 iterations  
## # weights: 182  
## initial value 190.465293   
## iter 10 value 131.216219  
## iter 20 value 128.088047  
## iter 30 value 116.650345  
## iter 40 value 112.935655  
## iter 50 value 112.105271  
## iter 60 value 112.038602  
## iter 70 value 111.511035  
## iter 80 value 111.244754  
## iter 90 value 111.081421  
## iter 100 value 111.061243  
## iter 110 value 110.714227  
## iter 120 value 106.321768  
## iter 130 value 97.743572  
## iter 140 value 92.904143  
## iter 150 value 91.856967  
## iter 160 value 90.612139  
## iter 170 value 89.625454  
## iter 180 value 89.506321  
## iter 190 value 89.401238  
## iter 200 value 89.290139  
## iter 210 value 89.148150  
## iter 220 value 88.535584  
## iter 230 value 88.457034  
## iter 240 value 86.738013  
## iter 250 value 83.367741  
## iter 260 value 81.800071  
## iter 270 value 80.614608  
## iter 280 value 80.216395  
## iter 290 value 78.842430  
## iter 300 value 76.506672  
## final value 76.506672   
## stopped after 300 iterations  
## # weights: 182  
## initial value 140.662991   
## iter 10 value 132.532966  
## iter 20 value 127.250533  
## iter 30 value 123.297557  
## iter 40 value 111.570221  
## iter 50 value 104.824990  
## iter 60 value 103.081336  
## iter 70 value 99.796054  
## iter 80 value 99.194964  
## iter 90 value 99.080123  
## iter 100 value 98.578551  
## iter 110 value 98.238693  
## iter 120 value 97.126401  
## iter 130 value 96.624130  
## iter 140 value 95.934258  
## iter 150 value 94.659325  
## iter 160 value 94.410621  
## iter 170 value 93.510581  
## iter 180 value 92.363195  
## iter 190 value 91.470263  
## iter 200 value 90.900968  
## iter 210 value 90.209248  
## iter 220 value 90.047209  
## iter 230 value 89.985932  
## iter 240 value 89.926877  
## iter 250 value 89.628683  
## iter 260 value 86.361204  
## iter 270 value 84.718781  
## iter 280 value 84.360453  
## iter 290 value 84.138411  
## iter 300 value 82.405268  
## final value 82.405268   
## stopped after 300 iterations  
## # weights: 182  
## initial value 147.672493   
## iter 10 value 132.526154  
## iter 20 value 131.491870  
## iter 30 value 125.239053  
## iter 40 value 117.006138  
## iter 50 value 114.589204  
## iter 60 value 111.412574  
## iter 70 value 111.052466  
## iter 80 value 111.036923  
## iter 90 value 111.023210  
## iter 100 value 111.017120  
## iter 110 value 110.197038  
## iter 120 value 108.500010  
## iter 130 value 104.556582  
## iter 140 value 101.955253  
## iter 150 value 101.190174  
## iter 160 value 101.165899  
## iter 170 value 101.004600  
## iter 180 value 97.474994  
## iter 190 value 89.272333  
## iter 200 value 86.414649  
## iter 210 value 85.979239  
## iter 220 value 85.816947  
## iter 230 value 82.557622  
## iter 240 value 80.655684  
## iter 250 value 80.005108  
## iter 260 value 79.771472  
## iter 270 value 79.624087  
## iter 280 value 77.347157  
## iter 290 value 74.524628  
## iter 300 value 71.349919  
## final value 71.349919   
## stopped after 300 iterations  
## # weights: 182  
## initial value 330.758075   
## iter 10 value 134.247978  
## iter 20 value 122.769987  
## iter 30 value 118.693605  
## iter 40 value 116.702235  
## iter 50 value 115.906089  
## iter 60 value 115.413243  
## iter 70 value 114.562983  
## iter 80 value 113.421700  
## iter 90 value 113.187274  
## iter 100 value 112.978942  
## iter 110 value 112.069264  
## iter 120 value 110.041664  
## iter 130 value 108.989446  
## iter 140 value 108.983360  
## iter 150 value 108.980367  
## iter 160 value 105.745471  
## iter 170 value 100.662811  
## iter 180 value 99.402309  
## iter 190 value 95.116565  
## iter 200 value 93.692726  
## iter 210 value 93.176268  
## iter 220 value 92.965303  
## iter 230 value 90.215242  
## iter 240 value 88.316382  
## iter 250 value 86.882035  
## iter 260 value 85.241147  
## iter 270 value 83.846735  
## iter 280 value 80.021049  
## iter 290 value 78.508204  
## iter 300 value 76.903055  
## final value 76.903055   
## stopped after 300 iterations  
## # weights: 182  
## initial value 255.770111   
## iter 10 value 126.249457  
## iter 20 value 113.853882  
## iter 30 value 110.651058  
## iter 40 value 107.625827  
## iter 50 value 104.357501  
## iter 60 value 103.264126  
## iter 70 value 103.154863  
## iter 80 value 102.930366  
## iter 90 value 101.243373  
## iter 100 value 98.935035  
## iter 110 value 96.294968  
## iter 120 value 93.137463  
## iter 130 value 86.567454  
## iter 140 value 80.847668  
## iter 150 value 79.942107  
## iter 160 value 79.577632  
## iter 170 value 79.505824  
## iter 180 value 79.447652  
## iter 190 value 79.341426  
## iter 200 value 78.220968  
## iter 210 value 76.585070  
## iter 220 value 74.907885  
## iter 230 value 73.834322  
## iter 240 value 73.275342  
## iter 250 value 70.493085  
## iter 260 value 68.283496  
## iter 270 value 67.828958  
## iter 280 value 67.103268  
## iter 290 value 64.843131  
## iter 300 value 62.858365  
## final value 62.858365   
## stopped after 300 iterations  
## # weights: 182  
## initial value 503.088711   
## iter 10 value 130.573051  
## iter 20 value 122.119956  
## iter 30 value 119.429793  
## iter 40 value 118.147341  
## iter 50 value 117.807408  
## iter 60 value 117.555255  
## iter 70 value 115.477964  
## iter 80 value 112.289076  
## iter 90 value 111.806192  
## iter 100 value 111.437397  
## iter 110 value 110.639219  
## iter 120 value 110.562041  
## iter 130 value 110.518465  
## iter 140 value 110.454069  
## iter 150 value 108.599208  
## iter 160 value 103.226941  
## iter 170 value 98.615303  
## iter 180 value 96.446839  
## iter 190 value 95.078456  
## iter 200 value 94.629848  
## iter 210 value 94.325633  
## iter 220 value 93.368566  
## iter 230 value 91.057238  
## iter 240 value 90.635238  
## iter 250 value 89.773602  
## iter 260 value 83.941356  
## iter 270 value 81.693550  
## iter 280 value 81.158982  
## iter 290 value 80.919334  
## iter 300 value 80.836376  
## final value 80.836376   
## stopped after 300 iterations  
## # weights: 182  
## initial value 135.603096   
## iter 10 value 122.727263  
## iter 20 value 114.996344  
## iter 30 value 108.078256  
## iter 40 value 100.992167  
## iter 50 value 98.104369  
## iter 60 value 90.687049  
## iter 70 value 87.692942  
## iter 80 value 85.599111  
## iter 90 value 83.991017  
## iter 100 value 82.714552  
## iter 110 value 82.021579  
## iter 120 value 80.418024  
## iter 130 value 79.404608  
## iter 140 value 79.318937  
## iter 150 value 78.984458  
## iter 160 value 78.829932  
## iter 170 value 77.936222  
## iter 180 value 77.048527  
## iter 190 value 76.623703  
## iter 200 value 76.607997  
## iter 210 value 76.601011  
## iter 220 value 76.597021  
## iter 230 value 76.594048  
## iter 240 value 76.587536  
## iter 250 value 76.033405  
## iter 260 value 75.414507  
## iter 270 value 75.054633  
## iter 280 value 74.470899  
## iter 290 value 74.384133  
## iter 300 value 74.326872  
## final value 74.326872   
## stopped after 300 iterations  
## # weights: 182  
## initial value 160.878347   
## iter 10 value 129.498474  
## iter 20 value 121.726224  
## iter 30 value 118.271409  
## iter 40 value 116.968783  
## iter 50 value 116.930643  
## iter 60 value 116.914891  
## iter 70 value 116.382246  
## iter 80 value 116.110543  
## iter 90 value 116.107450  
## iter 100 value 116.102560  
## iter 110 value 115.805285  
## iter 120 value 113.712208  
## iter 130 value 111.754932  
## iter 140 value 107.284216  
## iter 150 value 104.997180  
## iter 160 value 104.282960  
## iter 170 value 103.816583  
## iter 180 value 102.998035  
## iter 190 value 102.783945  
## iter 200 value 99.638968  
## iter 210 value 95.107023  
## iter 220 value 91.335086  
## iter 230 value 91.075164  
## iter 240 value 90.274790  
## iter 250 value 88.135670  
## iter 260 value 80.010610  
## iter 270 value 72.958597  
## iter 280 value 69.412176  
## iter 290 value 67.607223  
## iter 300 value 67.343758  
## final value 67.343758   
## stopped after 300 iterations  
## # weights: 182  
## initial value 139.619993   
## iter 10 value 122.459098  
## iter 20 value 119.824772  
## iter 30 value 107.683717  
## iter 40 value 104.394322  
## iter 50 value 103.807038  
## iter 60 value 103.770646  
## iter 70 value 103.412227  
## iter 80 value 103.222367  
## iter 90 value 102.894051  
## iter 100 value 99.290345  
## iter 110 value 98.919669  
## iter 120 value 98.887002  
## iter 130 value 98.827023  
## iter 140 value 98.628523  
## iter 150 value 98.586915  
## iter 160 value 98.569351  
## iter 170 value 98.485069  
## iter 180 value 98.055318  
## iter 190 value 97.955718  
## iter 200 value 97.760919  
## iter 210 value 97.740191  
## iter 220 value 97.433117  
## iter 230 value 95.574204  
## iter 240 value 91.748751  
## iter 250 value 90.672021  
## iter 260 value 86.953681  
## iter 270 value 80.157442  
## iter 280 value 78.063168  
## iter 290 value 76.912054  
## iter 300 value 76.303355  
## final value 76.303355   
## stopped after 300 iterations  
## # weights: 194  
## initial value 161.461342   
## iter 10 value 132.911883  
## iter 20 value 132.881116  
## iter 30 value 131.786637  
## iter 40 value 131.779412  
## iter 50 value 115.216920  
## iter 60 value 105.312269  
## iter 70 value 102.226431  
## iter 80 value 100.551237  
## iter 90 value 99.847439  
## iter 100 value 97.637054  
## iter 110 value 97.321108  
## iter 120 value 97.006455  
## iter 130 value 96.888469  
## iter 140 value 96.571136  
## iter 150 value 96.338584  
## iter 160 value 96.253897  
## iter 170 value 95.940241  
## iter 180 value 95.701773  
## iter 190 value 95.311503  
## iter 200 value 93.619751  
## iter 210 value 91.935313  
## iter 220 value 88.837751  
## iter 230 value 82.542736  
## iter 240 value 79.865911  
## iter 250 value 78.807246  
## iter 260 value 78.758747  
## iter 270 value 78.740405  
## iter 280 value 78.633077  
## iter 290 value 78.005688  
## iter 300 value 77.276608  
## final value 77.276608   
## stopped after 300 iterations  
## # weights: 194  
## initial value 142.500153   
## iter 10 value 128.395892  
## iter 20 value 122.558814  
## iter 30 value 120.320984  
## iter 40 value 117.867167  
## iter 50 value 116.368149  
## iter 60 value 114.030494  
## iter 70 value 113.432953  
## iter 80 value 112.784232  
## iter 90 value 112.767270  
## iter 100 value 112.757864  
## iter 110 value 112.345432  
## iter 120 value 108.567545  
## iter 130 value 101.566156  
## iter 140 value 100.388627  
## iter 150 value 99.896159  
## iter 160 value 93.652190  
## iter 170 value 88.922739  
## iter 180 value 85.257482  
## iter 190 value 82.718794  
## iter 200 value 82.213046  
## iter 210 value 79.961145  
## iter 220 value 76.856550  
## iter 230 value 75.832382  
## iter 240 value 74.499831  
## iter 250 value 73.421799  
## iter 260 value 72.304131  
## iter 270 value 71.440906  
## iter 280 value 69.519576  
## iter 290 value 65.572633  
## iter 300 value 64.796081  
## final value 64.796081   
## stopped after 300 iterations  
## # weights: 194  
## initial value 145.156381   
## iter 10 value 125.715318  
## iter 20 value 120.297239  
## iter 30 value 120.248611  
## iter 40 value 120.232357  
## iter 50 value 120.217509  
## iter 60 value 117.794245  
## iter 70 value 115.024911  
## iter 80 value 113.658225  
## iter 90 value 112.574121  
## iter 100 value 112.265795  
## iter 110 value 112.250782  
## iter 120 value 112.246113  
## iter 130 value 112.243080  
## iter 140 value 111.421330  
## iter 150 value 108.541706  
## iter 160 value 107.788575  
## iter 170 value 107.675701  
## iter 180 value 103.990754  
## iter 190 value 94.642926  
## iter 200 value 92.979048  
## iter 210 value 92.725827  
## iter 220 value 92.091603  
## iter 230 value 92.027680  
## iter 240 value 91.993352  
## iter 250 value 91.140723  
## iter 260 value 85.579309  
## iter 270 value 76.943379  
## iter 280 value 73.944677  
## iter 290 value 71.701093  
## iter 300 value 70.420929  
## final value 70.420929   
## stopped after 300 iterations  
## # weights: 194  
## initial value 143.229812   
## iter 10 value 121.903745  
## iter 20 value 116.504765  
## iter 30 value 104.103029  
## iter 40 value 97.614743  
## iter 50 value 95.660493  
## iter 60 value 94.044084  
## iter 70 value 93.693938  
## iter 80 value 91.850487  
## iter 90 value 91.768287  
## iter 100 value 91.193718  
## iter 110 value 90.371211  
## iter 120 value 88.364568  
## iter 130 value 85.016131  
## iter 140 value 82.836017  
## iter 150 value 82.091646  
## iter 160 value 81.786953  
## iter 170 value 81.613868  
## iter 180 value 81.571023  
## iter 190 value 81.532564  
## iter 200 value 81.526644  
## iter 210 value 81.520461  
## iter 220 value 81.517941  
## iter 230 value 81.516127  
## iter 240 value 80.926617  
## iter 250 value 77.169050  
## iter 260 value 72.434273  
## iter 270 value 67.293068  
## iter 280 value 63.170300  
## iter 290 value 57.734552  
## iter 300 value 50.008738  
## final value 50.008738   
## stopped after 300 iterations  
## # weights: 194  
## initial value 183.532566   
## iter 10 value 130.462653  
## iter 20 value 124.076451  
## iter 30 value 119.971457  
## iter 40 value 115.435736  
## iter 50 value 113.794049  
## iter 60 value 113.196412  
## iter 70 value 111.792418  
## iter 80 value 111.516521  
## iter 90 value 111.455197  
## iter 100 value 111.438691  
## iter 110 value 110.613929  
## iter 120 value 107.504644  
## iter 130 value 103.753813  
## iter 140 value 94.792306  
## iter 150 value 94.183790  
## iter 160 value 93.995710  
## iter 170 value 93.655262  
## iter 180 value 93.589473  
## iter 190 value 93.423942  
## iter 200 value 93.337475  
## iter 210 value 93.309454  
## iter 220 value 91.922869  
## iter 230 value 88.814812  
## iter 240 value 84.428250  
## iter 250 value 83.266151  
## iter 260 value 82.247008  
## iter 270 value 81.400793  
## iter 280 value 81.264372  
## iter 290 value 81.152378  
## iter 300 value 80.952075  
## final value 80.952075   
## stopped after 300 iterations  
## # weights: 194  
## initial value 143.277975   
## iter 10 value 122.965264  
## iter 20 value 115.608497  
## iter 30 value 108.274017  
## iter 40 value 101.831684  
## iter 50 value 97.339053  
## iter 60 value 96.117922  
## iter 70 value 93.968082  
## iter 80 value 91.416237  
## iter 90 value 89.963764  
## iter 100 value 89.102557  
## iter 110 value 88.757079  
## iter 120 value 87.837310  
## iter 130 value 87.555317  
## iter 140 value 87.448684  
## iter 150 value 87.385628  
## iter 160 value 87.340224  
## iter 170 value 86.517122  
## iter 180 value 83.200676  
## iter 190 value 79.951226  
## iter 200 value 77.777114  
## iter 210 value 77.207541  
## iter 220 value 76.534473  
## iter 230 value 76.487168  
## iter 240 value 76.443294  
## iter 250 value 76.047666  
## iter 260 value 75.783768  
## iter 270 value 75.742453  
## iter 280 value 75.392929  
## iter 290 value 74.666027  
## iter 300 value 74.107615  
## final value 74.107615   
## stopped after 300 iterations  
## # weights: 194  
## initial value 151.438280   
## iter 10 value 132.047278  
## iter 20 value 122.895001  
## iter 30 value 117.994889  
## iter 40 value 117.826882  
## iter 50 value 117.816506  
## iter 60 value 117.809842  
## iter 70 value 117.483744  
## iter 80 value 116.641281  
## iter 90 value 116.614089  
## iter 100 value 116.611975  
## iter 110 value 115.540309  
## iter 120 value 107.566419  
## iter 130 value 106.832074  
## iter 140 value 106.693556  
## iter 150 value 106.123049  
## iter 160 value 105.913133  
## iter 170 value 105.710291  
## iter 180 value 104.752957  
## iter 190 value 102.819983  
## iter 200 value 101.148949  
## iter 210 value 100.980812  
## iter 220 value 100.945341  
## iter 230 value 100.922478  
## iter 240 value 100.908853  
## iter 250 value 100.903900  
## iter 260 value 100.899495  
## iter 270 value 100.236048  
## iter 280 value 98.484703  
## iter 290 value 89.397501  
## iter 300 value 87.958641  
## final value 87.958641   
## stopped after 300 iterations  
## # weights: 194  
## initial value 198.398011   
## iter 10 value 123.424519  
## iter 20 value 117.935833  
## iter 30 value 116.354370  
## iter 40 value 110.767517  
## iter 50 value 108.440996  
## iter 60 value 104.239907  
## iter 70 value 98.585294  
## iter 80 value 93.562173  
## iter 90 value 92.843524  
## iter 100 value 92.330597  
## iter 110 value 91.171383  
## iter 120 value 90.902630  
## iter 130 value 90.426245  
## iter 140 value 89.400176  
## iter 150 value 88.820275  
## iter 160 value 88.700805  
## iter 170 value 88.682294  
## iter 180 value 88.564353  
## iter 190 value 88.437365  
## iter 200 value 88.409476  
## iter 210 value 88.403549  
## iter 220 value 88.396983  
## iter 230 value 86.705601  
## iter 240 value 84.801453  
## iter 250 value 83.030461  
## iter 260 value 82.315058  
## iter 270 value 81.726584  
## iter 280 value 81.629450  
## iter 290 value 81.459866  
## iter 300 value 81.235132  
## final value 81.235132   
## stopped after 300 iterations  
## # weights: 194  
## initial value 173.182420   
## iter 10 value 130.147679  
## iter 20 value 126.057566  
## iter 30 value 120.538528  
## iter 40 value 117.573259  
## iter 50 value 111.204972  
## iter 60 value 105.718764  
## iter 70 value 102.105034  
## iter 80 value 97.255430  
## iter 90 value 94.312849  
## iter 100 value 91.750688  
## iter 110 value 91.326715  
## iter 120 value 90.669692  
## iter 130 value 90.317122  
## iter 140 value 90.157785  
## iter 150 value 89.567039  
## iter 160 value 89.314050  
## iter 170 value 89.272772  
## iter 180 value 89.245098  
## iter 190 value 89.179932  
## iter 200 value 89.096034  
## iter 210 value 89.086228  
## iter 220 value 89.075335  
## iter 230 value 89.071598  
## iter 240 value 89.029936  
## iter 250 value 88.954823  
## iter 260 value 87.657171  
## iter 270 value 83.219223  
## iter 280 value 81.060957  
## iter 290 value 79.314456  
## iter 300 value 79.208501  
## final value 79.208501   
## stopped after 300 iterations  
## # weights: 194  
## initial value 231.325171   
## iter 10 value 129.530813  
## iter 20 value 125.282782  
## iter 30 value 123.097082  
## iter 40 value 122.678612  
## iter 50 value 122.310245  
## iter 60 value 122.270088  
## iter 70 value 122.231983  
## iter 80 value 121.831745  
## iter 90 value 116.911222  
## iter 100 value 116.585249  
## iter 110 value 113.177020  
## iter 120 value 113.066581  
## iter 130 value 113.016895  
## iter 140 value 112.966887  
## iter 150 value 112.355945  
## iter 160 value 111.021935  
## iter 170 value 110.403967  
## iter 180 value 109.956441  
## iter 190 value 109.676566  
## iter 200 value 107.605982  
## iter 210 value 104.112792  
## iter 220 value 103.922714  
## iter 230 value 103.840598  
## iter 240 value 102.630396  
## iter 250 value 97.628496  
## iter 260 value 97.217467  
## iter 270 value 96.900801  
## iter 280 value 95.127390  
## iter 290 value 91.079020  
## iter 300 value 89.584425  
## final value 89.584425   
## stopped after 300 iterations  
## # weights: 206  
## initial value 356.261147   
## iter 10 value 131.812719  
## iter 20 value 130.365166  
## iter 30 value 128.899889  
## iter 40 value 128.587544  
## iter 50 value 124.960327  
## iter 60 value 123.045549  
## iter 70 value 122.613824  
## iter 80 value 122.600291  
## iter 90 value 122.590541  
## iter 100 value 122.584373  
## iter 110 value 121.294926  
## iter 120 value 107.437505  
## iter 130 value 103.442812  
## iter 140 value 101.027440  
## iter 150 value 100.407157  
## iter 160 value 100.386733  
## iter 170 value 100.147881  
## iter 180 value 100.049860  
## iter 190 value 99.084817  
## iter 200 value 96.993863  
## iter 210 value 95.452771  
## iter 220 value 93.479780  
## iter 230 value 91.106304  
## iter 240 value 89.752363  
## iter 250 value 88.052933  
## iter 260 value 83.999446  
## iter 270 value 82.252719  
## iter 280 value 82.069808  
## iter 290 value 81.253690  
## iter 300 value 77.346215  
## final value 77.346215   
## stopped after 300 iterations  
## # weights: 206  
## initial value 208.254537   
## iter 10 value 130.730777  
## iter 20 value 124.959285  
## iter 30 value 119.009975  
## iter 40 value 116.750429  
## iter 50 value 116.006772  
## iter 60 value 115.981041  
## iter 70 value 115.430355  
## iter 80 value 113.058667  
## iter 90 value 109.448905  
## iter 100 value 107.457521  
## iter 110 value 103.729231  
## iter 120 value 102.282678  
## iter 130 value 101.934402  
## iter 140 value 100.334495  
## iter 150 value 97.386799  
## iter 160 value 94.232657  
## iter 170 value 92.257143  
## iter 180 value 89.379209  
## iter 190 value 87.822551  
## iter 200 value 87.287875  
## iter 210 value 86.948338  
## iter 220 value 86.092866  
## iter 230 value 85.522810  
## iter 240 value 85.340898  
## iter 250 value 85.224821  
## iter 260 value 83.763182  
## iter 270 value 82.316347  
## iter 280 value 79.198428  
## iter 290 value 78.949269  
## iter 300 value 78.895102  
## final value 78.895102   
## stopped after 300 iterations  
## # weights: 206  
## initial value 340.677929   
## iter 10 value 131.382954  
## iter 20 value 119.233930  
## iter 30 value 113.350042  
## iter 40 value 111.206852  
## iter 50 value 106.660502  
## iter 60 value 106.316729  
## iter 70 value 106.288631  
## iter 80 value 106.274160  
## iter 90 value 106.268644  
## iter 100 value 106.238638  
## iter 110 value 105.216067  
## iter 120 value 100.584396  
## iter 130 value 98.723550  
## iter 140 value 98.237497  
## iter 150 value 98.171492  
## iter 160 value 97.499584  
## iter 170 value 95.798301  
## iter 180 value 95.059709  
## iter 190 value 95.001174  
## iter 200 value 94.930799  
## iter 210 value 94.904015  
## iter 220 value 90.798025  
## iter 230 value 88.135189  
## iter 240 value 84.904390  
## iter 250 value 83.361892  
## iter 260 value 83.155488  
## iter 270 value 83.117547  
## iter 280 value 82.820939  
## iter 290 value 80.929378  
## iter 300 value 80.535674  
## final value 80.535674   
## stopped after 300 iterations  
## # weights: 206  
## initial value 330.969291   
## iter 10 value 133.725435  
## iter 20 value 127.382181  
## iter 30 value 125.116296  
## iter 40 value 125.093377  
## iter 50 value 124.555662  
## iter 60 value 116.358012  
## iter 70 value 106.247463  
## iter 80 value 102.665072  
## iter 90 value 102.178002  
## iter 100 value 98.348091  
## iter 110 value 97.011424  
## iter 120 value 95.654270  
## iter 130 value 94.884231  
## iter 140 value 93.641541  
## iter 150 value 93.549969  
## iter 160 value 93.162338  
## iter 170 value 87.149394  
## iter 180 value 79.410544  
## iter 190 value 77.143667  
## iter 200 value 76.621049  
## iter 210 value 76.489498  
## iter 220 value 75.935171  
## iter 230 value 75.489867  
## iter 240 value 75.094611  
## iter 250 value 74.839662  
## iter 260 value 74.764913  
## iter 270 value 74.636715  
## iter 280 value 74.107032  
## iter 290 value 73.108502  
## iter 300 value 72.848621  
## final value 72.848621   
## stopped after 300 iterations  
## # weights: 206  
## initial value 232.446805   
## iter 10 value 130.401441  
## iter 20 value 120.296524  
## iter 30 value 116.887474  
## iter 40 value 112.178155  
## iter 50 value 108.212429  
## iter 60 value 104.128074  
## iter 70 value 97.089942  
## iter 80 value 91.927057  
## iter 90 value 90.730047  
## iter 100 value 90.678105  
## iter 110 value 90.389648  
## iter 120 value 88.470159  
## iter 130 value 87.658159  
## iter 140 value 87.535505  
## iter 150 value 87.519914  
## iter 160 value 87.495288  
## iter 170 value 87.032712  
## iter 180 value 84.662951  
## iter 190 value 83.049129  
## iter 200 value 82.032508  
## iter 210 value 81.195022  
## iter 220 value 81.087936  
## iter 230 value 81.020973  
## iter 240 value 80.943967  
## iter 250 value 78.612979  
## iter 260 value 77.465246  
## iter 270 value 77.303257  
## iter 280 value 77.276524  
## iter 290 value 76.970175  
## iter 300 value 75.745752  
## final value 75.745752   
## stopped after 300 iterations  
## # weights: 206  
## initial value 209.627472   
## iter 10 value 122.735108  
## iter 20 value 117.546566  
## iter 30 value 114.493324  
## iter 40 value 113.115567  
## iter 50 value 113.083674  
## iter 60 value 112.591186  
## iter 70 value 111.914470  
## iter 80 value 109.762454  
## iter 90 value 109.071218  
## iter 100 value 109.044384  
## iter 110 value 109.037374  
## iter 120 value 109.018833  
## iter 130 value 107.546891  
## iter 140 value 105.704992  
## iter 150 value 104.032136  
## iter 160 value 103.192909  
## iter 170 value 101.636919  
## iter 180 value 101.149458  
## iter 190 value 100.590829  
## iter 200 value 95.099218  
## iter 210 value 93.537501  
## iter 220 value 91.293970  
## iter 230 value 90.719821  
## iter 240 value 89.489688  
## iter 250 value 86.391260  
## iter 260 value 84.406738  
## iter 270 value 84.023131  
## iter 280 value 83.982855  
## iter 290 value 83.561209  
## iter 300 value 83.218387  
## final value 83.218387   
## stopped after 300 iterations  
## # weights: 206  
## initial value 134.942154   
## iter 10 value 125.848622  
## iter 20 value 116.415317  
## iter 30 value 110.586272  
## iter 40 value 102.614263  
## iter 50 value 96.332898  
## iter 60 value 94.839220  
## iter 70 value 94.779840  
## iter 80 value 94.593047  
## iter 90 value 93.737112  
## iter 100 value 89.385205  
## iter 110 value 85.545610  
## iter 120 value 82.936459  
## iter 130 value 82.595720  
## iter 140 value 82.535919  
## iter 150 value 82.401242  
## iter 160 value 82.013004  
## iter 170 value 80.136648  
## iter 180 value 77.472494  
## iter 190 value 75.364518  
## iter 200 value 70.905810  
## iter 210 value 68.570244  
## iter 220 value 66.408810  
## iter 230 value 66.196846  
## iter 240 value 65.944468  
## iter 250 value 65.776076  
## iter 260 value 65.732076  
## iter 270 value 65.670799  
## iter 280 value 65.281516  
## iter 290 value 63.348541  
## iter 300 value 61.838130  
## final value 61.838130   
## stopped after 300 iterations  
## # weights: 206  
## initial value 160.401490   
## iter 10 value 125.534570  
## iter 20 value 115.483404  
## iter 30 value 109.988083  
## iter 40 value 106.158701  
## iter 50 value 99.330484  
## iter 60 value 93.743910  
## iter 70 value 89.812293  
## iter 80 value 89.155901  
## iter 90 value 85.355685  
## iter 100 value 83.864702  
## iter 110 value 83.493052  
## iter 120 value 82.548805  
## iter 130 value 81.982339  
## iter 140 value 80.995412  
## iter 150 value 78.606096  
## iter 160 value 76.030257  
## iter 170 value 74.563888  
## iter 180 value 72.737540  
## iter 190 value 71.630560  
## iter 200 value 71.473489  
## iter 210 value 71.059811  
## iter 220 value 70.511715  
## iter 230 value 69.627483  
## iter 240 value 68.825573  
## iter 250 value 66.605871  
## iter 260 value 58.350303  
## iter 270 value 54.283692  
## iter 280 value 53.173172  
## iter 290 value 52.502966  
## iter 300 value 52.118520  
## final value 52.118520   
## stopped after 300 iterations  
## # weights: 206  
## initial value 372.595685   
## iter 10 value 135.996970  
## iter 20 value 134.809532  
## iter 30 value 134.212707  
## iter 40 value 134.189766  
## iter 50 value 128.475612  
## iter 60 value 120.686479  
## iter 70 value 107.293855  
## iter 80 value 97.589970  
## iter 90 value 91.620781  
## iter 100 value 83.687524  
## iter 110 value 77.093393  
## iter 120 value 72.261989  
## iter 130 value 70.340279  
## iter 140 value 69.433633  
## iter 150 value 68.905860  
## iter 160 value 67.781996  
## iter 170 value 67.471570  
## iter 180 value 67.350675  
## iter 190 value 66.798135  
## iter 200 value 64.835181  
## iter 210 value 64.207441  
## iter 220 value 63.492055  
## iter 230 value 62.469667  
## iter 240 value 60.438973  
## iter 250 value 59.191892  
## iter 260 value 58.247255  
## iter 270 value 57.660221  
## iter 280 value 57.288070  
## iter 290 value 57.253272  
## iter 300 value 56.315803  
## final value 56.315803   
## stopped after 300 iterations  
## # weights: 206  
## initial value 132.413927   
## iter 10 value 125.936668  
## iter 20 value 119.281351  
## iter 30 value 110.649974  
## iter 40 value 106.062101  
## iter 50 value 97.787812  
## iter 60 value 92.752911  
## iter 70 value 90.628633  
## iter 80 value 90.137409  
## iter 90 value 89.845599  
## iter 100 value 89.659956  
## iter 110 value 89.199522  
## iter 120 value 88.568805  
## iter 130 value 88.423815  
## iter 140 value 88.237681  
## iter 150 value 88.191753  
## iter 160 value 88.014929  
## iter 170 value 86.896349  
## iter 180 value 85.685652  
## iter 190 value 83.485428  
## iter 200 value 82.912115  
## iter 210 value 79.296827  
## iter 220 value 76.242300  
## iter 230 value 72.189426  
## iter 240 value 70.597045  
## iter 250 value 70.315007  
## iter 260 value 69.706687  
## iter 270 value 69.224888  
## iter 280 value 68.687496  
## iter 290 value 65.826327  
## iter 300 value 64.936972  
## final value 64.936972   
## stopped after 300 iterations  
## # weights: 218  
## initial value 210.550447   
## iter 10 value 127.858613  
## iter 20 value 110.796009  
## iter 30 value 98.749751  
## iter 40 value 93.378853  
## iter 50 value 91.266648  
## iter 60 value 88.737213  
## iter 70 value 86.780900  
## iter 80 value 84.659009  
## iter 90 value 84.382415  
## iter 100 value 84.241279  
## iter 110 value 83.556915  
## iter 120 value 82.014460  
## iter 130 value 81.982590  
## iter 140 value 81.940792  
## iter 150 value 81.320766  
## iter 160 value 80.861873  
## iter 170 value 80.784701  
## iter 180 value 80.774590  
## iter 190 value 80.769662  
## iter 200 value 80.756168  
## iter 210 value 79.412862  
## iter 220 value 78.950424  
## iter 230 value 78.825276  
## iter 240 value 78.806353  
## iter 250 value 78.511407  
## iter 260 value 77.069421  
## iter 270 value 72.260743  
## iter 280 value 70.854028  
## iter 290 value 66.713044  
## iter 300 value 61.331310  
## final value 61.331310   
## stopped after 300 iterations  
## # weights: 218  
## initial value 135.874757   
## iter 10 value 122.259841  
## iter 20 value 112.376482  
## iter 30 value 111.287724  
## iter 40 value 105.170645  
## iter 50 value 99.884938  
## iter 60 value 97.172745  
## iter 70 value 97.062092  
## iter 80 value 96.892755  
## iter 90 value 96.820671  
## iter 100 value 96.622723  
## iter 110 value 96.397611  
## iter 120 value 96.331612  
## iter 130 value 96.325446  
## iter 140 value 96.320025  
## iter 150 value 95.994157  
## iter 160 value 94.012635  
## iter 170 value 92.611250  
## iter 180 value 91.683691  
## iter 190 value 91.620127  
## iter 200 value 85.614322  
## iter 210 value 82.288637  
## iter 220 value 81.438127  
## iter 230 value 80.873086  
## iter 240 value 80.637110  
## iter 250 value 80.501776  
## iter 260 value 80.456781  
## iter 270 value 80.350013  
## iter 280 value 80.001808  
## iter 290 value 77.473637  
## iter 300 value 75.789805  
## final value 75.789805   
## stopped after 300 iterations  
## # weights: 218  
## initial value 138.188436   
## iter 10 value 130.260642  
## iter 20 value 121.198523  
## iter 30 value 118.532318  
## iter 40 value 115.525223  
## iter 50 value 114.188756  
## iter 60 value 111.371192  
## iter 70 value 109.585804  
## iter 80 value 108.976999  
## iter 90 value 108.948278  
## iter 100 value 108.929448  
## iter 110 value 108.924126  
## iter 120 value 108.918462  
## iter 130 value 108.881688  
## iter 140 value 108.243171  
## iter 150 value 104.375735  
## iter 160 value 103.338191  
## iter 170 value 102.836868  
## iter 180 value 101.969496  
## iter 190 value 97.937505  
## iter 200 value 94.764549  
## iter 210 value 88.877834  
## iter 220 value 84.720028  
## iter 230 value 81.532786  
## iter 240 value 81.121735  
## iter 250 value 80.791433  
## iter 260 value 77.456513  
## iter 270 value 76.120777  
## iter 280 value 72.311377  
## iter 290 value 68.379663  
## iter 300 value 64.517289  
## final value 64.517289   
## stopped after 300 iterations  
## # weights: 218  
## initial value 146.141199   
## iter 10 value 125.455076  
## iter 20 value 116.139886  
## iter 30 value 112.819327  
## iter 40 value 105.044168  
## iter 50 value 98.233376  
## iter 60 value 93.291847  
## iter 70 value 92.623421  
## iter 80 value 92.479043  
## iter 90 value 92.321626  
## iter 100 value 92.292636  
## iter 110 value 91.385072  
## iter 120 value 88.340885  
## iter 130 value 86.872572  
## iter 140 value 86.388774  
## iter 150 value 86.367487  
## iter 160 value 86.342466  
## iter 170 value 86.131731  
## iter 180 value 85.752338  
## iter 190 value 85.667989  
## iter 200 value 85.056532  
## iter 210 value 84.846087  
## iter 220 value 84.444667  
## iter 230 value 84.284620  
## iter 240 value 84.233093  
## iter 250 value 82.637693  
## iter 260 value 81.114611  
## iter 270 value 77.103563  
## iter 280 value 72.487394  
## iter 290 value 64.576114  
## iter 300 value 56.728328  
## final value 56.728328   
## stopped after 300 iterations  
## # weights: 218  
## initial value 141.283323   
## iter 10 value 132.083200  
## iter 20 value 124.821842  
## iter 30 value 119.366461  
## iter 40 value 112.581931  
## iter 50 value 107.704585  
## iter 60 value 105.140593  
## iter 70 value 104.897881  
## iter 80 value 104.168004  
## iter 90 value 102.571931  
## iter 100 value 101.910324  
## iter 110 value 100.088931  
## iter 120 value 96.614778  
## iter 130 value 96.065320  
## iter 140 value 95.965684  
## iter 150 value 95.909465  
## iter 160 value 95.823270  
## iter 170 value 95.444526  
## iter 180 value 95.344211  
## iter 190 value 95.288643  
## iter 200 value 95.107730  
## iter 210 value 94.866228  
## iter 220 value 94.818644  
## iter 230 value 94.698443  
## iter 240 value 94.563538  
## iter 250 value 94.547873  
## iter 260 value 94.488317  
## iter 270 value 94.110164  
## iter 280 value 93.969662  
## iter 290 value 93.259367  
## iter 300 value 92.830215  
## final value 92.830215   
## stopped after 300 iterations  
## # weights: 218  
## initial value 136.496719   
## iter 10 value 120.151974  
## iter 20 value 108.400395  
## iter 30 value 100.989384  
## iter 40 value 99.620447  
## iter 50 value 99.592825  
## iter 60 value 99.576032  
## iter 70 value 99.567328  
## iter 80 value 99.303559  
## iter 90 value 95.329847  
## iter 100 value 93.189798  
## iter 110 value 91.834919  
## iter 120 value 88.519723  
## iter 130 value 87.545123  
## iter 140 value 84.180103  
## iter 150 value 81.107534  
## iter 160 value 80.145983  
## iter 170 value 78.882053  
## iter 180 value 78.517200  
## iter 190 value 78.303126  
## iter 200 value 75.914892  
## iter 210 value 72.496654  
## iter 220 value 70.548975  
## iter 230 value 69.920515  
## iter 240 value 69.588225  
## iter 250 value 69.440840  
## iter 260 value 69.347242  
## iter 270 value 69.315862  
## iter 280 value 69.305151  
## iter 290 value 69.231448  
## iter 300 value 69.171719  
## final value 69.171719   
## stopped after 300 iterations  
## # weights: 218  
## initial value 136.088912   
## iter 10 value 129.134230  
## iter 20 value 122.588791  
## iter 30 value 118.229967  
## iter 40 value 112.930075  
## iter 50 value 106.950178  
## iter 60 value 103.995282  
## iter 70 value 100.628414  
## iter 80 value 97.928295  
## iter 90 value 97.666728  
## iter 100 value 97.635173  
## iter 110 value 97.609407  
## iter 120 value 97.520483  
## iter 130 value 93.560121  
## iter 140 value 92.700242  
## iter 150 value 92.286028  
## iter 160 value 91.986349  
## iter 170 value 91.976925  
## iter 180 value 91.031512  
## iter 190 value 90.737638  
## iter 200 value 89.807624  
## iter 210 value 88.694955  
## iter 220 value 87.109320  
## iter 230 value 87.016399  
## iter 240 value 86.971660  
## iter 250 value 86.939922  
## iter 260 value 86.728308  
## iter 270 value 86.690473  
## iter 280 value 86.677293  
## iter 290 value 86.635330  
## iter 300 value 86.450055  
## final value 86.450055   
## stopped after 300 iterations  
## # weights: 218  
## initial value 170.732609   
## iter 10 value 125.490208  
## iter 20 value 113.670482  
## iter 30 value 103.124723  
## iter 40 value 94.707057  
## iter 50 value 93.469703  
## iter 60 value 93.388760  
## iter 70 value 92.981817  
## iter 80 value 92.669091  
## iter 90 value 92.384664  
## iter 100 value 91.429542  
## iter 110 value 90.442128  
## iter 120 value 90.194858  
## iter 130 value 89.438530  
## iter 140 value 88.337609  
## iter 150 value 88.170261  
## iter 160 value 87.831750  
## iter 170 value 87.309089  
## iter 180 value 86.880679  
## iter 190 value 86.672358  
## iter 200 value 86.492187  
## iter 210 value 86.456841  
## iter 220 value 86.440416  
## iter 230 value 86.261022  
## iter 240 value 85.487151  
## iter 250 value 85.443735  
## iter 260 value 85.428843  
## iter 270 value 85.402291  
## iter 280 value 84.488818  
## iter 290 value 80.795307  
## iter 300 value 79.400811  
## final value 79.400811   
## stopped after 300 iterations  
## # weights: 218  
## initial value 182.236787   
## iter 10 value 136.000405  
## iter 20 value 134.359539  
## iter 30 value 122.695956  
## iter 40 value 112.988689  
## iter 50 value 110.069743  
## iter 60 value 101.877086  
## iter 70 value 92.408261  
## iter 80 value 87.573467  
## iter 90 value 86.648331  
## iter 100 value 85.253854  
## iter 110 value 82.115492  
## iter 120 value 80.822544  
## iter 130 value 80.689131  
## iter 140 value 80.496912  
## iter 150 value 78.506466  
## iter 160 value 75.642064  
## iter 170 value 72.171432  
## iter 180 value 69.431986  
## iter 190 value 68.876756  
## iter 200 value 68.767421  
## iter 210 value 68.708137  
## iter 220 value 68.444267  
## iter 230 value 67.048244  
## iter 240 value 63.705046  
## iter 250 value 59.340411  
## iter 260 value 58.245589  
## iter 270 value 57.767638  
## iter 280 value 57.628524  
## iter 290 value 57.473285  
## iter 300 value 57.402439  
## final value 57.402439   
## stopped after 300 iterations  
## # weights: 218  
## initial value 302.017774   
## iter 10 value 122.830646  
## iter 20 value 111.935705  
## iter 30 value 106.034403  
## iter 40 value 103.079351  
## iter 50 value 100.923445  
## iter 60 value 100.824055  
## iter 70 value 100.756851  
## iter 80 value 100.235219  
## iter 90 value 98.544910  
## iter 100 value 97.435922  
## iter 110 value 96.332578  
## iter 120 value 96.286939  
## iter 130 value 96.232630  
## iter 140 value 95.695718  
## iter 150 value 95.438807  
## iter 160 value 95.004318  
## iter 170 value 94.588826  
## iter 180 value 94.152586  
## iter 190 value 87.972382  
## iter 200 value 85.034910  
## iter 210 value 84.565938  
## iter 220 value 84.028879  
## iter 230 value 83.961012  
## iter 240 value 83.628153  
## iter 250 value 83.525449  
## iter 260 value 83.152211  
## iter 270 value 82.659680  
## iter 280 value 81.505429  
## iter 290 value 73.764125  
## iter 300 value 68.084237  
## final value 68.084237   
## stopped after 300 iterations  
## # weights: 230  
## initial value 150.917078   
## iter 10 value 123.161644  
## iter 20 value 114.690380  
## iter 30 value 105.979125  
## iter 40 value 95.915707  
## iter 50 value 90.660705  
## iter 60 value 90.064200  
## iter 70 value 89.750702  
## iter 80 value 88.715960  
## iter 90 value 86.527964  
## iter 100 value 86.015232  
## iter 110 value 85.891795  
## iter 120 value 84.443478  
## iter 130 value 83.739046  
## iter 140 value 83.340863  
## iter 150 value 83.263814  
## iter 160 value 83.214734  
## iter 170 value 82.682268  
## iter 180 value 80.861111  
## iter 190 value 77.445333  
## iter 200 value 76.470281  
## iter 210 value 76.230597  
## iter 220 value 75.528218  
## iter 230 value 74.110306  
## iter 240 value 72.204995  
## iter 250 value 71.288938  
## iter 260 value 68.746655  
## iter 270 value 62.946370  
## iter 280 value 59.780327  
## iter 290 value 58.367007  
## iter 300 value 58.009720  
## final value 58.009720   
## stopped after 300 iterations  
## # weights: 230  
## initial value 363.521594   
## iter 10 value 136.001013  
## iter 20 value 134.001894  
## iter 30 value 127.452127  
## iter 40 value 118.858019  
## iter 50 value 116.930760  
## iter 60 value 116.740280  
## iter 70 value 116.725086  
## iter 80 value 116.707648  
## iter 90 value 115.560956  
## iter 100 value 113.631846  
## iter 110 value 113.088989  
## iter 120 value 108.989780  
## iter 130 value 104.222594  
## iter 140 value 102.323468  
## iter 150 value 102.008020  
## iter 160 value 101.997155  
## iter 170 value 101.926019  
## iter 180 value 101.142008  
## iter 190 value 95.248954  
## iter 200 value 89.604256  
## iter 210 value 84.769521  
## iter 220 value 81.730806  
## iter 230 value 79.560440  
## iter 240 value 78.049364  
## iter 250 value 77.872135  
## iter 260 value 77.659907  
## iter 270 value 77.029838  
## iter 280 value 76.373645  
## iter 290 value 75.928578  
## iter 300 value 75.110571  
## final value 75.110571   
## stopped after 300 iterations  
## # weights: 230  
## initial value 132.926860   
## iter 10 value 118.426964  
## iter 20 value 111.263638  
## iter 30 value 104.378815  
## iter 40 value 97.370528  
## iter 50 value 85.106344  
## iter 60 value 79.957196  
## iter 70 value 77.526391  
## iter 80 value 75.685730  
## iter 90 value 70.708404  
## iter 100 value 63.845230  
## iter 110 value 59.154915  
## iter 120 value 57.247302  
## iter 130 value 56.900122  
## iter 140 value 56.688300  
## iter 150 value 56.595407  
## iter 160 value 56.571524  
## iter 170 value 56.172883  
## iter 180 value 53.795928  
## iter 190 value 50.718021  
## iter 200 value 48.740692  
## iter 210 value 46.574501  
## iter 220 value 44.869402  
## iter 230 value 44.080312  
## iter 240 value 43.576842  
## iter 250 value 43.455183  
## iter 260 value 43.095334  
## iter 270 value 42.865315  
## iter 280 value 42.653712  
## iter 290 value 42.540052  
## iter 300 value 42.400675  
## final value 42.400675   
## stopped after 300 iterations  
## # weights: 230  
## initial value 200.267757   
## iter 10 value 121.699264  
## iter 20 value 115.031521  
## iter 30 value 108.634322  
## iter 40 value 107.055166  
## iter 50 value 106.940771  
## iter 60 value 106.744489  
## iter 70 value 106.575537  
## iter 80 value 105.664653  
## iter 90 value 103.774253  
## iter 100 value 103.752099  
## iter 110 value 103.717973  
## iter 120 value 101.892510  
## iter 130 value 98.837078  
## iter 140 value 92.960565  
## iter 150 value 91.114702  
## iter 160 value 90.967706  
## iter 170 value 90.721801  
## iter 180 value 90.178989  
## iter 190 value 86.897486  
## iter 200 value 85.139391  
## iter 210 value 84.032572  
## iter 220 value 83.848488  
## iter 230 value 83.636344  
## iter 240 value 82.611440  
## iter 250 value 82.533658  
## iter 260 value 82.489922  
## iter 270 value 82.366762  
## iter 280 value 80.690919  
## iter 290 value 78.369675  
## iter 300 value 77.501649  
## final value 77.501649   
## stopped after 300 iterations  
## # weights: 230  
## initial value 153.373685   
## iter 10 value 130.828158  
## iter 20 value 125.165991  
## iter 30 value 115.614798  
## iter 40 value 113.952085  
## iter 50 value 111.512899  
## iter 60 value 107.681088  
## iter 70 value 104.635359  
## iter 80 value 104.390295  
## iter 90 value 104.363871  
## iter 100 value 104.344966  
## iter 110 value 104.331869  
## iter 120 value 104.323265  
## iter 130 value 104.261577  
## iter 140 value 102.148006  
## iter 150 value 97.194144  
## iter 160 value 93.117607  
## iter 170 value 91.175564  
## iter 180 value 90.626742  
## iter 190 value 90.249700  
## iter 200 value 87.718249  
## iter 210 value 85.383311  
## iter 220 value 83.661485  
## iter 230 value 78.569774  
## iter 240 value 76.653958  
## iter 250 value 75.876986  
## iter 260 value 75.167491  
## iter 270 value 74.801516  
## iter 280 value 74.645344  
## iter 290 value 74.191343  
## iter 300 value 73.892665  
## final value 73.892665   
## stopped after 300 iterations  
## # weights: 230  
## initial value 267.742542   
## iter 10 value 133.072578  
## iter 20 value 132.940129  
## iter 30 value 132.919191  
## iter 40 value 132.554318  
## iter 50 value 127.398153  
## iter 60 value 116.926900  
## iter 70 value 114.144121  
## iter 80 value 112.750836  
## iter 90 value 111.326810  
## iter 100 value 108.828239  
## iter 110 value 107.987467  
## iter 120 value 107.345172  
## iter 130 value 105.317309  
## iter 140 value 102.015369  
## iter 150 value 101.067473  
## iter 160 value 99.966208  
## iter 170 value 99.052599  
## iter 180 value 96.997901  
## iter 190 value 96.277484  
## iter 200 value 96.103591  
## iter 210 value 96.053876  
## iter 220 value 95.943183  
## iter 230 value 95.692517  
## iter 240 value 95.154567  
## iter 250 value 91.989323  
## iter 260 value 90.227559  
## iter 270 value 89.654732  
## iter 280 value 86.973288  
## iter 290 value 85.362330  
## iter 300 value 84.248427  
## final value 84.248427   
## stopped after 300 iterations  
## # weights: 230  
## initial value 160.324980   
## iter 10 value 130.311735  
## iter 20 value 117.782089  
## iter 30 value 105.610537  
## iter 40 value 100.692039  
## iter 50 value 99.078426  
## iter 60 value 97.370324  
## iter 70 value 93.823780  
## iter 80 value 91.854885  
## iter 90 value 91.726541  
## iter 100 value 91.705270  
## iter 110 value 91.696891  
## iter 120 value 91.692251  
## iter 130 value 91.688203  
## iter 140 value 91.481301  
## iter 150 value 90.484447  
## iter 160 value 86.086707  
## iter 170 value 83.222757  
## iter 180 value 81.781236  
## iter 190 value 81.218555  
## iter 200 value 81.168610  
## iter 210 value 81.141266  
## iter 220 value 81.090383  
## iter 230 value 79.927906  
## iter 240 value 76.904683  
## iter 250 value 73.866079  
## iter 260 value 71.874539  
## iter 270 value 70.393959  
## iter 280 value 68.539398  
## iter 290 value 65.426335  
## iter 300 value 62.281579  
## final value 62.281579   
## stopped after 300 iterations  
## # weights: 230  
## initial value 162.005186   
## iter 10 value 125.709925  
## iter 20 value 118.899519  
## iter 30 value 113.667989  
## iter 40 value 112.081671  
## iter 50 value 110.640046  
## iter 60 value 107.129580  
## iter 70 value 100.963032  
## iter 80 value 99.207257  
## iter 90 value 98.055529  
## iter 100 value 97.875147  
## iter 110 value 97.835699  
## iter 120 value 97.796123  
## iter 130 value 97.773421  
## iter 140 value 97.635597  
## iter 150 value 96.943674  
## iter 160 value 94.409238  
## iter 170 value 93.155423  
## iter 180 value 92.727416  
## iter 190 value 92.388036  
## iter 200 value 89.761781  
## iter 210 value 86.492492  
## iter 220 value 84.964853  
## iter 230 value 84.775397  
## iter 240 value 84.634878  
## iter 250 value 84.553188  
## iter 260 value 84.474401  
## iter 270 value 84.422955  
## iter 280 value 83.830657  
## iter 290 value 83.260654  
## iter 300 value 81.234266  
## final value 81.234266   
## stopped after 300 iterations  
## # weights: 230  
## initial value 366.065030   
## iter 10 value 132.232822  
## iter 20 value 124.229151  
## iter 30 value 121.412583  
## iter 40 value 120.284306  
## iter 50 value 120.026156  
## iter 60 value 119.429517  
## iter 70 value 118.745591  
## iter 80 value 118.079120  
## iter 90 value 117.519592  
## iter 100 value 117.354997  
## iter 110 value 117.058979  
## iter 120 value 117.016125  
## iter 130 value 116.958106  
## iter 140 value 116.538659  
## iter 150 value 116.393220  
## iter 160 value 116.378201  
## iter 170 value 115.429053  
## iter 180 value 114.036822  
## iter 190 value 113.364971  
## iter 200 value 112.335503  
## iter 210 value 107.531206  
## iter 220 value 104.032220  
## iter 230 value 103.180054  
## iter 240 value 103.123788  
## iter 250 value 103.111617  
## iter 260 value 103.101691  
## iter 270 value 103.094001  
## iter 280 value 103.039013  
## iter 290 value 102.290887  
## iter 300 value 98.995525  
## final value 98.995525   
## stopped after 300 iterations  
## # weights: 230  
## initial value 142.191340   
## iter 10 value 132.156435  
## iter 20 value 120.150245  
## iter 30 value 116.630574  
## iter 40 value 116.313763  
## iter 50 value 115.271583  
## iter 60 value 115.159272  
## iter 70 value 114.876388  
## iter 80 value 111.802273  
## iter 90 value 110.829405  
## iter 100 value 105.442915  
## iter 110 value 102.631190  
## iter 120 value 100.747724  
## iter 130 value 100.570527  
## iter 140 value 100.288268  
## iter 150 value 100.113207  
## iter 160 value 100.023992  
## iter 170 value 99.792660  
## iter 180 value 99.393793  
## iter 190 value 99.011885  
## iter 200 value 98.887992  
## iter 210 value 98.852126  
## iter 220 value 98.792138  
## iter 230 value 98.768879  
## iter 240 value 98.762938  
## iter 250 value 98.760111  
## iter 260 value 98.758843  
## iter 270 value 98.758167  
## final value 98.757706   
## converged  
## # weights: 242  
## initial value 247.642457   
## iter 10 value 124.129162  
## iter 20 value 119.646072  
## iter 30 value 114.243396  
## iter 40 value 112.233616  
## iter 50 value 112.217697  
## iter 60 value 112.204774  
## iter 70 value 111.843646  
## iter 80 value 104.332747  
## iter 90 value 100.020249  
## iter 100 value 97.573133  
## iter 110 value 94.239128  
## iter 120 value 92.737838  
## iter 130 value 92.702363  
## iter 140 value 92.293612  
## iter 150 value 86.726500  
## iter 160 value 85.580302  
## iter 170 value 85.312914  
## iter 180 value 85.296137  
## iter 190 value 85.285576  
## iter 200 value 85.135476  
## iter 210 value 84.845745  
## iter 220 value 83.081637  
## iter 230 value 81.744944  
## iter 240 value 81.722449  
## iter 250 value 81.633047  
## iter 260 value 78.655668  
## iter 270 value 77.861162  
## iter 280 value 77.578196  
## iter 290 value 77.492361  
## iter 300 value 77.263789  
## final value 77.263789   
## stopped after 300 iterations  
## # weights: 242  
## initial value 176.383446   
## iter 10 value 126.639865  
## iter 20 value 120.033577  
## iter 30 value 112.449121  
## iter 40 value 106.859842  
## iter 50 value 104.816219  
## iter 60 value 102.419354  
## iter 70 value 89.779372  
## iter 80 value 82.197902  
## iter 90 value 79.296954  
## iter 100 value 79.140532  
## iter 110 value 78.517714  
## iter 120 value 75.672694  
## iter 130 value 73.980974  
## iter 140 value 73.312777  
## iter 150 value 72.950626  
## iter 160 value 72.583406  
## iter 170 value 72.518238  
## iter 180 value 71.953838  
## iter 190 value 71.597737  
## iter 200 value 71.503886  
## iter 210 value 71.274192  
## iter 220 value 70.629146  
## iter 230 value 70.440773  
## iter 240 value 70.372192  
## iter 250 value 70.154704  
## iter 260 value 68.741111  
## iter 270 value 66.380588  
## iter 280 value 63.644493  
## iter 290 value 63.085419  
## iter 300 value 62.730672  
## final value 62.730672   
## stopped after 300 iterations  
## # weights: 242  
## initial value 240.542120   
## iter 10 value 122.414681  
## iter 20 value 113.293235  
## iter 30 value 100.210704  
## iter 40 value 89.446270  
## iter 50 value 84.716917  
## iter 60 value 83.647165  
## iter 70 value 82.544715  
## iter 80 value 81.942185  
## iter 90 value 80.803241  
## iter 100 value 80.631463  
## iter 110 value 80.590012  
## iter 120 value 80.162876  
## iter 130 value 79.549209  
## iter 140 value 79.311812  
## iter 150 value 78.395720  
## iter 160 value 77.424132  
## iter 170 value 77.055192  
## iter 180 value 76.739271  
## iter 190 value 76.213378  
## iter 200 value 76.038612  
## iter 210 value 75.992685  
## iter 220 value 75.956511  
## iter 230 value 75.746236  
## iter 240 value 75.473386  
## iter 250 value 74.173669  
## iter 260 value 73.736095  
## iter 270 value 73.660018  
## iter 280 value 73.615032  
## iter 290 value 73.383875  
## iter 300 value 72.933848  
## final value 72.933848   
## stopped after 300 iterations  
## # weights: 242  
## initial value 339.413190   
## iter 10 value 126.410487  
## iter 20 value 116.637051  
## iter 30 value 109.124061  
## iter 40 value 101.687233  
## iter 50 value 94.722182  
## iter 60 value 92.449354  
## iter 70 value 91.348510  
## iter 80 value 90.835836  
## iter 90 value 90.622932  
## iter 100 value 90.453625  
## iter 110 value 90.027091  
## iter 120 value 89.871033  
## iter 130 value 89.833460  
## iter 140 value 89.100967  
## iter 150 value 87.571913  
## iter 160 value 81.698422  
## iter 170 value 78.582370  
## iter 180 value 77.264600  
## iter 190 value 76.753945  
## iter 200 value 76.299319  
## iter 210 value 76.210051  
## iter 220 value 75.902621  
## iter 230 value 75.164860  
## iter 240 value 72.922137  
## iter 250 value 72.385579  
## iter 260 value 71.243626  
## iter 270 value 70.929143  
## iter 280 value 70.196459  
## iter 290 value 69.752728  
## iter 300 value 68.033988  
## final value 68.033988   
## stopped after 300 iterations  
## # weights: 242  
## initial value 561.277508   
## iter 10 value 133.865588  
## iter 20 value 127.875659  
## iter 30 value 123.943151  
## iter 40 value 115.722852  
## iter 50 value 107.359548  
## iter 60 value 106.891116  
## iter 70 value 106.659231  
## iter 80 value 106.643064  
## iter 90 value 106.590463  
## iter 100 value 105.705130  
## iter 110 value 104.716867  
## iter 120 value 103.114550  
## iter 130 value 102.579399  
## iter 140 value 102.551184  
## iter 150 value 101.754771  
## iter 160 value 99.142097  
## iter 170 value 98.350254  
## iter 180 value 92.534186  
## iter 190 value 88.415620  
## iter 200 value 87.988409  
## iter 210 value 87.576431  
## iter 220 value 86.961351  
## iter 230 value 86.519773  
## iter 240 value 86.306973  
## iter 250 value 86.274799  
## iter 260 value 86.250949  
## iter 270 value 85.340460  
## iter 280 value 83.238216  
## iter 290 value 82.119984  
## iter 300 value 79.805359  
## final value 79.805359   
## stopped after 300 iterations  
## # weights: 242  
## initial value 143.408109   
## iter 10 value 128.418102  
## iter 20 value 120.340504  
## iter 30 value 113.509588  
## iter 40 value 110.997020  
## iter 50 value 110.749880  
## iter 60 value 110.733711  
## iter 70 value 110.670923  
## iter 80 value 108.888714  
## iter 90 value 103.679150  
## iter 100 value 95.591945  
## iter 110 value 90.401513  
## iter 120 value 87.694653  
## iter 130 value 87.288864  
## iter 140 value 83.969564  
## iter 150 value 79.494080  
## iter 160 value 77.134089  
## iter 170 value 72.761583  
## iter 180 value 68.975157  
## iter 190 value 68.290396  
## iter 200 value 68.152700  
## iter 210 value 68.023039  
## iter 220 value 67.762321  
## iter 230 value 67.624859  
## iter 240 value 67.455113  
## iter 250 value 67.390849  
## iter 260 value 66.697287  
## iter 270 value 64.634832  
## iter 280 value 64.351695  
## iter 290 value 64.232993  
## iter 300 value 64.171723  
## final value 64.171723   
## stopped after 300 iterations  
## # weights: 242  
## initial value 172.881262   
## iter 10 value 127.415571  
## iter 20 value 122.606519  
## iter 30 value 105.506498  
## iter 40 value 102.015322  
## iter 50 value 100.459884  
## iter 60 value 100.427431  
## iter 70 value 100.407251  
## iter 80 value 100.398164  
## iter 90 value 97.851723  
## iter 100 value 91.365367  
## iter 110 value 85.664053  
## iter 120 value 76.986388  
## iter 130 value 72.847304  
## iter 140 value 69.570449  
## iter 150 value 68.426942  
## iter 160 value 68.289813  
## iter 170 value 68.129818  
## iter 180 value 67.698419  
## iter 190 value 67.254679  
## iter 200 value 66.947242  
## iter 210 value 66.283912  
## iter 220 value 64.878725  
## iter 230 value 64.710192  
## iter 240 value 64.618844  
## iter 250 value 64.413188  
## iter 260 value 61.994225  
## iter 270 value 60.915338  
## iter 280 value 60.696222  
## iter 290 value 60.388741  
## iter 300 value 59.582541  
## final value 59.582541   
## stopped after 300 iterations  
## # weights: 242  
## initial value 152.551572   
## iter 10 value 123.224756  
## iter 20 value 115.502762  
## iter 30 value 103.776998  
## iter 40 value 99.669901  
## iter 50 value 94.473257  
## iter 60 value 92.044868  
## iter 70 value 88.500589  
## iter 80 value 87.420279  
## iter 90 value 86.768474  
## iter 100 value 86.498264  
## iter 110 value 86.100892  
## iter 120 value 84.411811  
## iter 130 value 83.839545  
## iter 140 value 83.637101  
## iter 150 value 82.954494  
## iter 160 value 82.257969  
## iter 170 value 81.947656  
## iter 180 value 81.794844  
## iter 190 value 81.590065  
## iter 200 value 81.275359  
## iter 210 value 81.244101  
## iter 220 value 81.235279  
## iter 230 value 80.536075  
## iter 240 value 78.564848  
## iter 250 value 77.904318  
## iter 260 value 77.527999  
## iter 270 value 77.335946  
## iter 280 value 77.249772  
## iter 290 value 77.233783  
## iter 300 value 77.215310  
## final value 77.215310   
## stopped after 300 iterations  
## # weights: 242  
## initial value 145.590106   
## iter 10 value 127.863542  
## iter 20 value 123.935587  
## iter 30 value 121.022967  
## iter 40 value 120.119314  
## iter 50 value 119.798965  
## iter 60 value 119.770348  
## iter 70 value 119.726350  
## iter 80 value 117.794767  
## iter 90 value 116.587197  
## iter 100 value 116.261507  
## iter 110 value 115.108495  
## iter 120 value 112.647400  
## iter 130 value 111.508501  
## iter 140 value 110.912307  
## iter 150 value 109.771590  
## iter 160 value 109.158761  
## iter 170 value 109.048001  
## iter 180 value 108.608756  
## iter 190 value 106.446379  
## iter 200 value 105.698634  
## iter 210 value 105.400524  
## iter 220 value 105.305755  
## iter 230 value 105.214265  
## iter 240 value 105.109763  
## iter 250 value 104.673902  
## iter 260 value 99.256934  
## iter 270 value 94.985315  
## iter 280 value 93.041265  
## iter 290 value 91.754275  
## iter 300 value 91.715408  
## final value 91.715408   
## stopped after 300 iterations  
## # weights: 242  
## initial value 194.143110   
## iter 10 value 127.809363  
## iter 20 value 120.367749  
## iter 30 value 110.951601  
## iter 40 value 106.594769  
## iter 50 value 100.315002  
## iter 60 value 96.944090  
## iter 70 value 95.849545  
## iter 80 value 94.908423  
## iter 90 value 94.745717  
## iter 100 value 94.643832  
## iter 110 value 93.779705  
## iter 120 value 93.014517  
## iter 130 value 91.510082  
## iter 140 value 89.263027  
## iter 150 value 88.106043  
## iter 160 value 87.637629  
## iter 170 value 87.278856  
## iter 180 value 87.231729  
## iter 190 value 86.851733  
## iter 200 value 86.163270  
## iter 210 value 85.807301  
## iter 220 value 84.984545  
## iter 230 value 81.852207  
## iter 240 value 80.608406  
## iter 250 value 80.318222  
## iter 260 value 79.585451  
## iter 270 value 79.482616  
## iter 280 value 79.438617  
## iter 290 value 79.401468  
## iter 300 value 79.385066  
## final value 79.385066   
## stopped after 300 iterations

plot(sizes, miscl.cv, type="l", xlab="size", ylab="misclassification rate", ylim=c(0.3, 0.5)  
 , main="Cross-validation of ANN", lwd=2)  
abline(v=sizes[which.min(miscl.cv)], col="red", lty=3)
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cat("The best size for ANN is :", sizes[which.min(miscl.cv)],"\n")

## The best size for ANN is : 2

set.seed(345)  
ideal <- class.ind(trainSet$chd)  
ANN <- nnet(trainSet[,-10], ideal, size=2, softmax=TRUE, maxit = 300, decay = 5e-4)

## # weights: 26  
## initial value 157.951648   
## iter 10 value 150.259617  
## iter 20 value 144.766737  
## iter 30 value 137.735324  
## iter 40 value 135.837205  
## iter 50 value 135.568013  
## iter 60 value 135.553163  
## iter 70 value 134.067545  
## iter 80 value 129.454830  
## iter 90 value 124.422583  
## iter 100 value 122.581245  
## iter 110 value 122.517402  
## iter 120 value 122.451933  
## iter 130 value 122.437841  
## iter 140 value 122.393578  
## iter 150 value 122.307510  
## iter 160 value 122.302696  
## iter 170 value 122.301466  
## final value 122.301390   
## converged

mean(predict(ANN, trainSet[, -10], type="class") == trainSet$chd)

## [1] 0.6926407

mean(predict(ANN, testSet[, -10], type="class") == testSet$chd)

## [1] 0.6363636

### 7. Summarize the classification results obtained for the "South African Heart Disease" in homework 3 and 4. Which method performed better, which performed worse? Discuss the possible reasons.

# lda  
scores <- predict(lda.fit, newdata= testPredictors)$posterior[,2]  
pred <- prediction( scores, labels= testResponse )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 1, main="ROCs on validation set")  
  
  
# naive bayes  
pred <- prediction(naiveBayes.scores, labels=testResponse)  
perf <- performance(pred, "tpr", "fpr")  
  
# plot the ROC curve  
plot(perf, col= 2, add=T)  
  
  
# single pruned tree  
# ROC on the validation set  
scores <- predict(prune.tree, newdata= testSet[,-10], type="vector")[,2]  
pred <- prediction(scores, labels= testSet$chd )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 3, add=T)  
# AUC  
single.tree.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
# bagging  
bagging.tree <- randomForest(as.factor(chd)~.,data=trainSet , mtry=9, importance =TRUE, ntree = 31)  
pred.bagging <- predict(bagging.tree ,newdata =testSet, type="prob")[,2]  
pred <- prediction(pred.bagging, labels= testSet$chd )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 4, add=T)  
  
# AUC  
bagging.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
  
# random forest  
rf.sqrt.tree <- randomForest(as.factor(chd)~.,data=trainSet , mtry=sqrt(9), importance =TRUE, ntree = 79)  
pred.rf.sqrt <- predict(rf.sqrt.tree ,newdata =testSet, type="prob")[,2]  
pred <- prediction(pred.rf.sqrt, labels= testSet$chd )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 5, add=T)  
# AUC for rf.sqrt  
rf.sqrt.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
rf.by2.tree <- randomForest(as.factor(chd)~.,data=trainSet , mtry=9/2, importance =TRUE, ntree = 13)  
pred.rf.by2 <- predict(rf.by2.tree ,newdata =testSet, type="prob")[,2]  
pred <- prediction(pred.rf.by2, labels= testSet$chd )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 6, add=T)  
# AUC for rf.by2  
rf.by2.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
# boosting  
boosting.pred <- predict(boosting.tree, testSet, type='response', n.trees=1000)  
pred <- prediction(boosting.pred, labels= testSet$chd )  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col= 7, add=T)  
  
# AUC for boosting  
boosting.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
# SVM  
scores <- attributes(predict(svm.best, svm.testSet, decision.values =TRUE))$decision.values  
pred <- prediction(scores, svm.testSet$chd)  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col = 8, add=T)  
# AUC for svm  
svm.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
  
# ANN  
scores <- predict(ANN, testSet[,-10], type="raw")[,2]  
pred <- prediction(scores, svm.testSet$chd)  
perf <- performance(pred, "tpr", "fpr")  
plot(perf, col = "darkgreen", add=T)  
# AUC for ANN  
  
ANN.test <- unlist(attributes(performance(pred, "auc"))$y.values)  
legend(0.8,0.5, c("lda", "naive bayes", "single tree", "bagging", "RF m=sqrt(p)",  
 "RF m=p/2", "boosting", "SVM", "ANN") ,col=c(1:8, "darkgreen"), lty=1, cex=0.6)
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