**PROBLEM STATEMENT**

Write a spam filter using discriminative and [generative classifiers](https://moodle.unive.it/mod/resource/view.php?id=160009). Use the [Spambase dataset](https://archive.ics.uci.edu/ml/datasets/spambase) which already represents spam/ham messages through a bag-of-words representations through a dictionary of 48 highly discriminative words and 6 characters. The first 54 features correspond to word/symbols frequencies; ignore features 55-57; feature 58 is the class label (1 spam/0 ham).

Perform SVM classification using linear, polynomial of degree 2, and RBF kernels over the TF/IDF representation.   
Can you transform the kernels to make use of angular information only (*i.e.*, no length)? Are they still positive definite kernels?

Classify the same data also through a Naive Bayes classifier for continuous inputs, modelling each feature with a Gaussian distribution, resulting in the following model:  
![https://www.dsi.unive.it/~atorsell/AI/naive.png](data:image/png;base64,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)  
where α*k* is the frequency of class *k*, and *μki*, *σ*2*ki* are the means and variances of feature *i* given that the data is in class *k*.

Provide the code, the models on the training set, and the respective performances in 10 way cross validation.

Explain the differences between the two models

**SOLUTION**

Machine learning is subset of Artificial intelligence which aims to make systems able to learn automatically. It involves observing data instances and predicting models that will help take decisions in future. There are three categories in Machine learning.

* **Supervised learning**

In Supervised learning, data labels are given to learn the matchine explicitly.

* **Unsupervised learning:**

In unsupervsed learning, data is not give with labels but the matchine has to understand data and classify data with pattens/ structures.

* **Reinforcemnt learning**

It is reward based learning in which machine learns from positives and negatives. It learns how to act in certain environments.

Supervised learning is further divided into two categories i.e. Discriminative and Generative classification.

Discriminative model learns to build the decision boundary between the classes by using conditional probability distribution p(y/x). whereas a Generative Model ‌explicitly learns the distribution of individual class by using joint probability distribution p(x,y). Both approaches predicting conditional probabilities but the way the learn or classify is different. Some of the Examples of both the approaches is given below:

**Generative classifiers**

## Naïve Bayes

* Bayesian networks
* Markov random fields
* ‌Hidden Markov Models (HMM)

**Discriminative Classifiers**

* ‌Logistic regression
* Scalar Vector Machine
* ‌Traditional neural networks
* ‌Nearest neighbor
* Conditional Random Fields (CRF)s

**Application of ML In spam filtration**

In today’s era spam message are annoying as well as dangerous for the internet users. Spam contain virus, Trojan horses or other harmful content which is stressful. So, many machine learning techniques started working on automatic filtration procedures to give internet user relief from spam. The possible techniques for spam filtration are given bellow:

* **Content Based Filtering Technique:**

This technique filters emails by analysizg words, their occurenance in documents and measuring the distribution. Using machine learning approaches, Naïve Bayesian classification, Support Vector Machine, K Nearest Neighbor, Neural Networks.

* **Case Base Spam Filtering Method:**

In this technique all emails both spam and ham emails are collected by using collection model. Data is procedded and then classified into two vector sets. Then machine learning techniques are used to train datasets and then validates on test data. Which is then used to decide in future which is spam and which is ham.

* **Heuristic or Rule Based Spam Filtering Technique:**

This approach used the heuristics to recognise the patterns and classify messages into ham and spam.

* **Previous Likeness Based Spam Filtering Technique:**

This approach uses memory-based, or instance-based, machine learning methods to classify emails based to their resemblance to stored examples (e.g. training emails). k-nearest neighbor is used for such purpose.

**APPROACH WE ARE CONSIDERING**

In this assignment we are particularly working on content-based filtration using SVM and Naïve Bayes approach. We built a model that classifies between spam and ham. we are taking a feature vector formulated by bag of word model (finds term frequency) based on TF/IDF weights. TF-IDF stands for Term Frequency-Inverse Document Frequency. In addition to Term Frequency (tf) we compute Inverse document frequency (idf).

**Support vector machine (SVM), a Discriminative classifier**

SVM is used in classification and regression problems. This approach classifies different classes by finding hyperplane between them. When it comes to segregate classes by drawing hyperplanes there exit many possible hyperplanes, but we need to choose the best hyperplane, by best we mean that the one that classify classes better.

SVM builds hyperplane by maximizing the distance between the nearest data points. The distance is called margin. The hyperplane margin is kept higher, the reason for this is to avoid possible misclassification. In case of outliers SVM ignore outlier and find plane that has maximum margin. So, one can say that it provides mechanism that is robust to outliers. Moreover, the best part of SVM is that, if classes are not linearly separable, then we can still classify them by adding new features. These additional features are added by kernel trick. The SVM kernel is function that takes low dimensional input space and transfer it to higher dimensional space thus converting nonlinear separable problems to separable ones. This way it can help to segregate that patterns which are not linearly separable.

In our assignment we are going to apply SVM over our dataset (spambase) that will classify spam and ham. We will be using linear, polynomial of base 2 and RBF kernel. For that purpose, I am using Python library sklearn because it is widely used library for such problem plus it also provides functions, for applying different kernels and implementation of cross validations, which is requirement of this assignment.

First of all, I need feature vector and label vector. My feature vector will be TFIDF weights and label vector will binary vectors which contain 0s and 1s. 1 meaning the spam and 0 meaning ham. After having my vectors, I converted into numpy array and labeled them. The next thing is creating a classifier which in our case is SVM. This is done by SVC function which is provided by sklearn library I also specify the kernel here. Linear, polynomial degree 2 and RBF.

As a requirement of assignment, I had to normalize the feature vector and use angular linear kernels because TFIDF is highly affected by length of document and occurrence of world and the kernel is also affected by length of vectors. So, I build new kernels that normalizes the vectors. I have got the results of two kernels over normalized and unnormalized data.

And then finally fitting the features to the labels. Now we are ready to predict the model function. Getting a hyperplane means getting coefficients. Coefficients are basically which can used to draw hyperplane. To get best hyperplane coefficients, I used cross validation. Finally testing model over test data .

**NAÏVE BASED APPROACH**

Naïve Bayes theorem is also a classification technique which is based on Bayes theorem. It assumes that the presence of one feature is independent of another feature. Meaning if “buy” occurs in spam messages that “credit” is independent. Every feature contributes to probability of class independently.

For implementation we need to Input a file(spambase) and feature and label vector. Then dividing the data into training and testing parts.

Naive Bayes comprised of summary of data in training set that each attribute by class value so, we can summarize dataset by summarizing features by class. we can study statistics for each class by creating map of each class to the list of instances belong to class and sorting dataset of instances into appropriate list.

Next, we need to calculate the mean of each attribute for class value because we use it as middle number in Gaussian distribution when calculating the probabilities. Moreover, we need standard deviation because it’s the second parameter of Gaussian distribution. We are ready to have summary of attributes and making predictions. We can do so by first pulling training dataset into instances grouped by class then calculating summaries for each attribute.

Now we are ready to make predictions using the summaries created by training data making predictions involved calculating the probability. The given data instance belongs to each class then selecting a class with the largest probability as the prediction.

We can divide this whole method into 4 tasks calculating Gaussian probability density function calculating class probability making prediction and then estimating the accuracy.

To calculate Gaussian probability density function. we use Gaussian function to estimate probability of given attribute value given the mean and standard deviation of the attribute estimated from the training data.

Next task is to calculate class probability. we can calculate the attribute belonging to the class. For that we combine probabilities of all attributes for a data instance and come up with the probability of the entire data instance belonging to the class. we can make predictions now. we can calculate the probability of instance belonging to each class value and we can look for largest probability and return the associated class. for that purpose, we use a function that will summaries and input vector which are probabilities which are being input for a particular label.

we can now estimate the accuracy of model by making predictions for each data instance in our test data. The methods are used to calculate predictions based upon test data and the summary of training data set. Lastly, the prediction values can be compared to the class values in our test data set and classification accuracy can be calculated.

**COMPARISION**

In this section I am going to compare both the approaches, as the requirement of this assignment. Firstly, within a supervised learning category, SVM comes under disseminative class which discriminate classes by building hyperplanes and the naive Bayes comes under generative approach which focuses in finding the probability distribution of data points by using joint probabilities.

Moreover, Naive Bayes assumes that the features are independent to each other whereas SVM considers the interactions between them. SVM is geometric in nature whereas probabilistic in nature.