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### 前 言

本文档从运维的角度出发，以保障云平台服务安全稳定为目的，建立规范，明确职责。

### 第一章 角色分析

围绕云平台的开发，维护，使用，不同的人员具备不同的角色，具有不同的权限，使用不同的功能，发挥着不同的作用，都是云平台建设的参与者。

作为运维人员，需要从全局的角度出发，了解团队之间的配合，明确自身承担的职责，做好运维保障服务。

**团队**

总经理：对内承担管理职责，对外提供服务质量的承诺。

开发：提供云平台服务的技术服务，包括功能开发，bug修复等基本的建设。

测试：通过全名的测试，保障软件的质量，直接对出货产品，上线部署的服务品质负责。

运维：保障服务器服务的稳定运行，当服务出现故障时，及时处理并解决问题。

财务：保障供应商提供服务的付款流程，包括域名费用，托管服务费用，以及云平台运行所需要的需要向外部购买的其他服务项目。

售后：指导客户正确的使用云平台提供的功能，反馈客户的意见，为客户提供技术咨询服务，解答客户的问题。

**供应商**

域名服务商：提供服务端的域名解析服务。

服务托管：提供服务端的服务器托管服务。

**客户**

管理员：云平台管理后台的直接使用者，具备查看所管辖范围的设备的权限。

生产人员：云平台管理后台的直接使用者，具备操作测试设备的权限

**消费者**

云平台接入设备的使用者，云平台接入的终端用户，服务对象。

**攻击者**

云平台的威胁所在，可能尝试从不同的角度入侵服务体系，并对服务端所提供的服务造成破坏。

### 第二章 权限分配

软件从开发，测试，到部署上线，需要经过一个严格的流程，在不同的阶段，使用不同的服务部署，不同的人员在不同角色的服务器上，有着不同的操作权限，具体如下：

**一、开发环境**

开发环境是程序员们专门用于开发的服务器，会经常改动代码，调试，增加新功能，不要求稳定性，可靠性，需要把所有可能的日志信息打开。

**权限分配**

运维人员：具备服务器管理权限，部分服务由运维人员部署。

服务端开发人员：具备代码改动的权限，也可以进入服务器查看日志。

客户端开发人员：因为需要与数据库进行交互，需要有数据库的查看权限。

若需要其他权限需要申请。

**二、测试环境**

是一个准生产环境，和生产环境的配置应该尽可能保持一致，主要用于对软件进行充分的测试，以验证其在正式生产环境中运行的稳定性，可靠性。

**权限分配**

运维人员：具备服务器管理权限，服务由运维人员进行部署。

服务端开发人员：修改服务器上的代码，需要做记录，并知会运维人员，一般的不增加新功能，主要用于bug的修复，版本稳定后，用于发布到生产环境上。

其他人员若需要权限需要申请。

**三、生产环境**

在生产环境下，未经测试环境测试的代码不允许发布，发布需要有严格的限制，以保障业务的稳定运行为要。

运维人员：具备服务器管理权限，服务由运维人员进行部署。

开发人员：不得直接修改服务器上的代码。

其他人员若需要权限需要申请。

### 第三章 例行维护

定期了解服务器的运转情况，做好服务日常运行的基础数据监控与记录，做到有问题早发现、早解决，避免隐患，确保服务的稳定运行。

**一、服务器监控**

通过设定规则，监控服务器的系统资源，如果系统资源接近阈值，需要通过手机短信，电子邮件的方式通知到运维人员。

资源监控：流量，CPU，内存，磁盘等负载。

安全监控：查看服务器是否有安全隐患。

**二、服务监控**

通过设定一些规则，比如ping工具，检测服务的可用性，如果服务发生异常，需要通过手机短信，电子邮件的方式通知到运维人员。

TCP服务：连接数，并发量，可用性。

MQTT服务：连接数，并发量，可用性。

REDIS服务：可用性。

MySQL服务：服务监测。

接口服务：脚本定时检查。

**三、数据备份**

数据库文件需要定期备份，每日一备，为了保障安全，需要在应用服务器外做一物理备份。

运维人员需要每日检查备份文件的完整性。

Web目录中可能会有更新的附件，比如用户上传的图片，管理人员上传的附件，这些文件同样需要定期备份，最好的方式是有一个镜像。

**四、日志分析**

通过日志，分析程序异常，总结服务器的状态，安全性，分析攻击行为，做适当的有效防范。

**五、设备检查**

通过定期测试app与设备的互动，更加直观的确定服务的可用性，稳定性，响应的速度。

例行维护，需要做好记录，并每天撰写工作日志，每周撰写运维报告，必要的话可以只会我们的客户，将系统运行的健康状况向客户汇报。

### 第四章 服务部署

服务做了更新，增加了功能，修复了bug，都需要将修改从开发服务器部署到生产服务器上，这个过程需要经过一系列的流程。

首先，开发人员需要自己测试通过所有新增的功能，完成之后将新增的功能细节以文档的方式，发邮件通知到测试人员，以及运维人员，以及公司领导。

测试人员接到开发完成的信息之后，要求运维人员将代码部署到测试服务器上进行测试，测试方案需要由开发人员提供。

代码通过测试之后，将测试报告以及测试结论以邮件的方式告知运维人员，公司领导，等待公司领导确定是否要部署上线，何时部署上线，公司领导需要根据部署代码的影响程度，风险程度评估是否上线，何时上线。

在公司领导经过研究确定上线的规划之后，运维人员需要做充分的准备，研究上线的步骤，准备相应的文档，明确上线成功的测试标准，提前做好测试演练，并确保部署的代码可以回滚，最好提前做服务器的镜像。一般来说，部署上线的时间点会选择在夜间12点之后进行，并且避开周末。

如果服务部署失败，需要及时切换回过去的版本。

服务部署完成之后，需要发邮件通知公司的各个部门相关负责人。

服务部署需要做详细的记录，并撰写日志。

除了部署正式服务之外，运维人员还担负着部署测试服务器的工作，运维人员需要熟悉服务器上所有服务的部署，并整理成标准的部署流程文档，文档需要随着系统升级的过程，不断更新，并做好版本管理工作。

### 第五章 请示报告

请示报告内容包括例行性报告和紧急性报告两类。

**例行性请示报告**

（1）定期运行维护综合汇报。

（2）专项请示报告及合理化建议。

（3）工作总结和工作计划。

（4）系统升级，服务升级，服务调整。

（5）上级管理部门要求的其他例行性请示报告。

**紧急性请示报告**

（1）各种服务异常、网络异常等情况。

（2）各项工作中发现的可能存在的异常或隐患。

（3）应及时处理的各类紧急通知。

**请示报告要求**

请示报告应通过正式渠道，比如表单，电子邮件，标准文档。

请示报告的文本应当妥善保管，存储。

### 第六章 资料管理

规范维护服务器资料的使用和管理，保证维护资料的完整性和有效性，为维护工作的开展提供基础依据。

**技术资料**

（1）服务器服务的相关技术资料

（2）服务器服务的部署流程资料

（3）服务器服务的配置文件相关资料

（4）服务器维护管理相关技术资料

**原始记录和分析报告**

（1）例行维护工作日志

（2）业务交互及通知记录

（3）系统运行记录

（4）服务器操作记录

（5）服务器故障记录和分析报告

（6）数据备份及存档记录

（7）质量统计和分析报告

（8）其它各类原始记录