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title scGPT: toward building a foundation model for single-cell multi-omics using generative AI.
year 2024
url https://www.semanticscholar.org/paper/13dc81fce2c73de67dbe3829a32ec23d663cec89

abstract S2 TL;DR: This study has constructed a foundation model for single-cell biology, scGPT, based on a generative pretrained transformer across a repository of
over 33 million cells, and illustrates that scGPT effectively distills critical biological insights concerning genes and cells.
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abstract S2 TL;DR: The result is that tGPT represents a new analytical paradigm for integrating and deciphering massive amounts of transcriptome data and it will
facilitate the interpretation and clinical translation of single-cell transcriptomes.
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abstract S2 TL;DR: An in-depth benchmark study on available batch correction methods to determine the most suitable method for batch-effect removal and batch
integration, with Harmony, LIGER, and Seurat 3 recommended as viable alternatives.
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title Assessing the limits of zero-shot foundation models in single-cell biology
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abstract

The advent and success of foundation models such as GPT has sparked growing interest in their application to single-cell biology. Models like Geneformer and
scGPT have emerged with the promise of serving as versatile tools for this specialized field. However, the efficacy of these models, particularly in zero-shot
settings where models are not fine-tuned but used without any further training, remains an open question, especially as practical constraints require useful
models to function in settings that preclude fine-tuning (e.g., discovery settings where labels are not fully known). This paper presents a rigorous evaluation of
the zero-shot performance of these proposed single-cell foundation models. We assess their utility in tasks such as cell type clustering and batch effect
correction, and evaluate the generality of their pretraining objectives. Our results indicate that both Geneformer and scGPT exhibit limited reliability in zero-
shot settings and often underperform compared to simpler methods. These findings serve as a cautionary note for the deployment of proposed single-cell
foundation models and highlight the need for more focused research to realize their potential.2
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abstract

Recent biotechnological advances led to growing numbers of single-cell studies, which reveal molecular and phenotypic responses to large numbers of
perturbations. However, analysis across diverse datasets is typically hampered by differences in format, naming conventions, data filtering and normalization.
In order to facilitate development and benchmarking of computational methods in systems biology, we collect a set of 44 publicly available single-cell
perturbation-response datasets with molecular readouts, including transcriptomics, proteomics and epigenomics. We apply uniform pre-processing and quality
control pipelines and harmonize feature annotations. The resulting information resource enables efficient development and testing of computational analysis
methods, and facilitates direct comparison and integration across datasets. Using these datasets, we demonstrate the application of E-distance for quantifying
perturbation similarity and strength. This work provides an information resource and guide for researchers working with single-cell perturbation data and
highlights conceptual considerations for new experiments. The data is publicly available at scperturb.org.
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title Cell2Sentence: Teaching Large Language Models the Language of Biology
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abstract

We introduce Cell2Sentence (C2S), a novel method to directly adapt large language models to a biological context, specifically single-cell transcriptomics. By
transforming gene expression data into “cell sentences,” C2S bridges the gap between natural language processing and biology. We demonstrate cell sentences
enable the finetuning of language models for diverse tasks in biology, including cell generation, complex celltype annotation, and direct data-driven text
generation. Our experiments reveal that GPT-2, when fine-tuned with C2S, can generate biologically valid cells based on cell type inputs, and accurately
predict cell types from cell sentences. This illustrates that language models, through C2S finetuning, can acquire a significant understanding of single-cell
biology while maintaining robust text generation capabilities. C2S offers a flexible, accessible framework to integrate natural language processing with
transcriptomics, utilizing existing models and libraries for a wide range of biological applications.
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title Sfaira accelerates data and model reuse in single cell genomics
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abstract S2 TL;DR: This work proposes an adaption of cross-entropy loss for cell type classification tailored to datasets annotated at different levels of coarseness and
demonstrates the utility of sfaira by training models across anatomic data partitions on 8 million cells.



author David S. Fischer and L. Dony and Martin König and A. Moeed and L. Zappia and Sophie Tritschler and Olle Holmberg and H. Aliee and Fabian J Theis
journal Genome Biology
volume 22
pages null
doi 10.1186/s13059-021-02452-6
pmid 34433466
article 3d7e004b8a20467937231539a805e3d5c9258c15
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abstract

Generative pre-trained models, such as BERT and GPT, have demonstrated remarkable success in natural language processing and computer vision. Leveraging
the combination of large-scale, diverse datasets, transformers, and unsupervised learning, these models have emerged as a promising method for understanding
complex systems like language. Despite the apparent differences, human language and biological systems share numerous parallels. Biology, like language, is a
dynamic, interconnected network where biomolecules interact to create living entities akin to words forming coherent narratives. Inspired by this analogy, we
explored the potential of using transformer-based unsupervised model development for analyzing biological systems and proposed a framework that can ingest
vast amounts of biological data to create a foundational model of biology using BERT or GPT. This framework focuses on the concept of a ‘biostate,’ defined
as a high-dimensional vector encompassing various biological markers such as genomic, proteomic, transcriptomic, physiological, and phenotypical data. We
applied this technique to a small dataset of single-cell transcriptomics to demonstrate its ability to capture meaningful biological insights into genes and cells,
even without any pre-training. Furthermore, the model can be readily used for gene network inference and genetic perturbation prediction.
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abstract

Single-cell RNA-seq (scRNA-seq) studies have profiled over 100 million human cells across diseases, developmental stages, and perturbations to date. A
singular view of this vast and growing expression landscape could help reveal novel associations between cell states and diseases, discover cell states in
unexpected tissue contexts, and relate in vivo cells to in vitro models. However, these require a common, scalable representation of cell profiles from across the
body, a general measure of their similarity, and an efficient way to query these data. Here, we present SCimilarity, a metric learning framework to learn and
search a unified and interpretable representation that annotates cell types and instantaneously queries for a cell state across tens of millions of profiles. We



demonstrate SCimilarity on a 22.7 million cell corpus assembled across 399 published scRNA-seq studies, showing accurate integration, annotation and
querying. We experimentally validated SCimilarity by querying across tissues for a macrophage subset originally identified in interstitial lung disease, and
showing that cells with similar profiles are found in other fibrotic diseases, tissues, and a 3D hydrogel system, which we then repurposed to yield this cell state
in vitro. SCimilarity serves as a foundational model for single cell gene expression data and enables researchers to query for similar cellular states across the
entire human body, providing a powerful tool for generating novel biological insights from the growing Human Cell Atlas.
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abstract

Deep learning has revolutionized image analysis and natural language processing with remarkable accuracies in prediction tasks, such as image labeling and
semantic segmentation or named-entity recognition and semantic role labeling. Specifically, the combination of algorithmic and hardware advances with the
appearance of large and well-labeled datasets has led up to seminal contributions in these fields. The emergence of large amounts of data from single-cell RNA-
seq and the recent global effort to chart all cell types in the Human Cell Atlas has attracted an interest in deep-learning applications. However, all current
approaches are unsupervised, i.e., learning of latent spaces without using any cell labels, even though supervised learning approaches are often more powerful
in feature learning and the most popular approach in the current AI revolution by far. Here, we ask why this is the case. In particular we ask whether supervised
deep learning can be used for cell annotation, i.e. to predict cell-type labels from single-cell gene expression profiles. After evaluating 10 classification methods
across 14 datasets, we notably find that deep learning does not outperform classical machine-learning methods in the task. Thus, cell-type prediction based on
gene-signature derived cell-type labels is potentially too simplistic a task for complex non-linear methods, which demands better labels of functional single-cell
readouts.
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abstract

Deciphering cellular responses to genetic perturbations is fundamental for a wide array of biomedical applications, ranging from uncovering gene roles and
interactions to unraveling effective therapeutics. Accurately predicting the transcriptional outcomes of genetic perturbations is indispensable for optimizing
experimental perturbations and deciphering cellular response mechanisms; however, three scenarios present principal challenges, i.e., predicting single genetic
perturbation outcomes, predicting multiple genetic perturbation outcomes and predicting genetic outcomes across cell lines. In this study, we introduce
SubTAsk decomposition Modeling for genetic Perturbation prediction (STAMP), a conceptually novel computational strategy for genetic perturbation outcome
prediction and downstream applications. STAMP innovatively formulates genetic perturbation prediction as a subtask decomposition (STD) problem by
resolving three progressive subtasks in a divide-and-conquer manner, i.e., identifying differentially expressed gene (DEG) postperturbations, determining the
regulatory directions of DEGs and finally estimating the magnitudes of gene expression changes. In addition to facilitating perturbation prediction, STAMP also
serves as a robust and generalizable benchmark guide for evaluating various genetic perturbation prediction models. As a result, STAMP exhibits a substantial
improvement in terms of its genetic perturbation prediction ability over the existing approaches on three subtasks and beyond, including revealing the ability to
identify key regulatory genes and pathways on small samples and to reveal precise genetic interactions. Overall, STAMP serves as a fundamentally novel and
effective prediction and generalizable benchmarking strategy that can facilitate genetic perturbation prediction, guide the design of perturbation experiments,
and broaden the understanding of perturbation mechanisms.
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abstract

Single-cell RNA sequencing (scRNA-seq) has made significant strides in unraveling the intricate cellular diversity within complex tissues. This is particularly
critical in the brain, presenting a greater diversity of cell types than other tissue types, to gain a deeper understanding of brain function within various cellular
contexts. However, analyzing scRNA-seq data remains a challenge due to inherent measurement noise stemming from dropout events and the limited utilization
of extensive gene expression information. In this work, we introduce scHyena, a foundation model designed to address these challenges and enhance the
accuracy of scRNA-seq analysis in the brain. Specifically, inspired by the recent Hyena operator, we design a novel Transformer architecture called singe-cell
Hyena (scHyena) that is equipped with a linear adaptor layer, the positional encoding via gene-embedding, and a {bidirectional} Hyena operator. This enables
us to process full-length scRNA-seq data without losing any information from the raw data. In particular, our model learns generalizable features of cells and
genes through pre-training scHyena using the full length of scRNA-seq data. We demonstrate the superior performance of scHyena compared to other
benchmark methods in downstream tasks, including cell type classification and scRNA-seq imputation.
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abstract

Recent biotechnological advances led to growing numbers of single-cell perturbation studies, which reveal molecular and phenotypic responses to large
numbers of perturbations. However, analysis across diverse datasets is typically hampered by differences in format, naming conventions, and data filtering. In
order to facilitate development and benchmarking of computational methods in systems biology, we collect a set of 44 publicly available single-cell
perturbation-response datasets with molecular readouts, including transcriptomics, proteomics and epigenomics. We apply uniform pre-processing and quality
control pipelines and harmonize feature annotations. The resulting information resource enables efficient development and testing of computational analysis
methods, and facilitates direct comparison and integration across datasets. In addition, we introduce E-statistics for perturbation effect quantification and
significance testing, and demonstrate E-distance as a general distance measure for single cell data. Using these datasets, we illustrate the application of E-
statistics for quantifying perturbation similarity and efficacy. The data and a package for computing E-statistics is publicly available at scperturb.org. This work
provides an information resource and guide for researchers working with single-cell perturbation data, highlights conceptual considerations for new
experiments, and makes concrete recommendations for optimal cell counts and read depth.
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abstract
S2 TL;DR: Deep learning strategy for mapping query datasets on top of a reference called single-cell architectural surgery (scArches), which uses transfer
learning and parameter optimization to enable efficient, decentralized, iterative reference building and contextualization of new datasets with existing
references without sharing raw data.
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abstract

Large-scale pretrained models have become foundation models leading to breakthroughs in natural language processing and related fields. Developing
foundation models in life science for deciphering the “languages” of cells and facilitating biomedical research is promising yet challenging. We developed a
large-scale pretrained model scFoundation with 100M parameters for this purpose. scFoundation was trained on over 50 million human single-cell
transcriptomics data, which contain high-throughput observations on the complex molecular features in all known types of cells. scFoundation is currently the
largest model in terms of the size of trainable parameters, dimensionality of genes and the number of cells used in the pre-training. Experiments showed that
scFoundation can serve as a foundation model for single-cell transcriptomics and achieve state-of-the-art performances in a diverse array of downstream tasks,
such as gene expression enhancement, tissue drug response prediction, single-cell drug response classification, and single-cell perturbation prediction.

author Minsheng Hao and Jing Gong and Xin Zeng and Chiming Liu and Yucheng Guo and Xingyi Cheng and Taifeng Wang and Jianzhu Ma and Leo T. Song and
Xuegong Zhang

journal bioRxiv
volume null
pages null
doi 10.1101/2023.05.29.542705
article f5e380b3b0534a5e89ba5338fb4dce4b84ec6d13
title Predicting cellular responses to complex perturbations in high‐throughput screens
year 2023
url https://www.semanticscholar.org/paper/f5e380b3b0534a5e89ba5338fb4dce4b84ec6d13

abstract

Recent advances in multiplexed single‐cell transcriptomics experiments facilitate the high‐throughput study of drug and genetic perturbations. However, an
exhaustive exploration of the combinatorial perturbation space is experimentally unfeasible. Therefore, computational methods are needed to predict, interpret,
and prioritize perturbations. Here, we present the compositional perturbation autoencoder (CPA), which combines the interpretability of linear models with the
flexibility of deep‐learning approaches for single‐cell response modeling. CPA learns to in silico predict transcriptional perturbation response at the single‐cell
level for unseen dosages, cell types, time points, and species. Using newly generated single‐cell drug combination data, we validate that CPA can predict
unseen drug combinations while outperforming baseline models. Additionally, the architecture's modularity enables incorporating the chemical representation
of the drugs, allowing the prediction of cellular response to completely unseen drugs. Furthermore, CPA is also applicable to genetic combinatorial screens. We
demonstrate this by imputing in silico 5,329 missing combinations (97.6% of all possibilities) in a single‐cell Perturb‐seq experiment with diverse genetic
interactions. We envision CPA will facilitate efficient experimental design and hypothesis generation by enabling in silico response prediction at the single‐cell



level and thus accelerate therapeutic applications using single‐cell technologies.
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abstract S2 TL;DR: A context-aware, attention-based deep learning model pretrained on single-cell transcriptomes enables predictions in settings with limited data in
network biology and could accelerate discovery of key network regulators and candidate therapeutic targets.
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abstract

The current state-of-the-art single-cell pre-trained models are greatly inspired by the success of large language models. They trained transformers by treating
genes as tokens and cells as sentences. However, three fundamental differences between single-cell data and natural language data are overlooked: (1) scRNA-
seq data are presented as bag-of-genes instead of sequences of RNAs; (2) Cell-cell relations are more intricate and important than inter-sentence relations; and
(3) The quantity of single-cell data is considerably inferior to text data, and they are very noisy. In light of these characteristics, we propose a new pre-trained
model CellPLM, which takes cells as tokens and tissues as sentences. In addition, we leverage spatially-resolved transcriptomic data in pre-training to facilitate
learning cell-cell relationships and introduce a Gaussian mixture prior distribution as an additional inductive bias to overcome data limitation. CellPLM is the
first single-cell pre-trained transformer that encodes cell-cell relations and it consistently outperforms existing pre-trained and non-pre-trained models in diverse
downstream tasks, with 100x times higher inference speed compared to existing pre-trained models.
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abstract
S2 TL;DR: A pretrained deep neural network-based model, single-cell bidirectional encoder representations from transformers (scBERT), to overcome the
challenges of existing annotation methods, and is validated on cell type annotation, novel cell type discovery, robustness to batch effects and model
interpretability.
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abstract

Foundation Models (FMs) have made significant strides in both industrial and scientific domains. In this paper, we evaluate the performance of FMs in single-
cell sequencing data analysis through comprehensive experiments across eight downstream tasks pertinent to single-cell data. By comparing ten different
single-cell FMs with task-specific methods, we found that single-cell FMs may not consistently excel in all tasks than task-specific methods. However, the
emergent abilities and the successful applications of cross-species/cross-modality transfer learning of FMs are promising. In addition, we present a systematic
evaluation of the effects of hyper-parameters, initial settings, and stability for training single-cell FMs based on a proposed scEval framework, and provide
guidelines for pre-training and fine-tuning. Our work summarizes the current state of single-cell FMs and points to their constraints and avenues for future
development.
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abstract S2 TL;DR: TOSICA is a multi-head self-attention deep learning model based on Transformer that enables interpretable cell type annotation using biologically
understandable entities, such as pathways or regulons, and its performance on large or atlas datasets is demonstrated.
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abstract S2 TL;DR: This work performs extensive real data analyses to systematically evaluate feature selection, prediction method, and choice of the reference dataset
strategies in supervised cell identification and provides guidelines for using supervised cell typing methods.
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abstract

The advances in high-throughput sequencing technology have led to significant progress in measuring gene expressions in single-cell level. The amount of
publicly available single-cell RNA-seq (scRNA-seq) data is already surpassing 50M records for human with each record measuring 20,000 genes. This
highlights the need for unsupervised representation learning to fully ingest these data, yet classical transformer architectures are prohibitive to train on such data
in terms of both computation and memory. To address this challenge, we propose a novel asymmetric encoder-decoder transformer for scRNA-seq data, called
xTrimoGene, which leverages the sparse characteristic of the data to scale up the pre-training. This scalable design of xTrimoGene reduces FLOPs by one to
two orders of magnitude compared to classical transformers while maintaining high accuracy, enabling us to train the largest transformer models over the
largest scRNA-seq dataset today. Our experiments also show that the performance of xTrimoGene improves as we increase the model sizes, and it also leads to
SOTA performance over various downstream tasks, such as cell classification, perturb-seq effect prediction, and drug combination prediction.

author Jing Gong and Minsheng Hao and Xin Zeng and Chiming Liu and Jianzhu Ma and Xingyi Cheng and Taifeng Wang and Xuegong Zhang and Leo T. Song
journal bioRxiv
volume null
pages null
doi 10.1101/2023.03.24.534055
arxivid 2311.15156
article 78f6f540df4d86d081c5d203db90d62c37b89623
title Deep identifiable modeling of single-cell atlases enables zero-shot query of cellular states
year 2023
url https://www.semanticscholar.org/paper/78f6f540df4d86d081c5d203db90d62c37b89623



abstract

With the emerging single-cell RNA-seq datasets at atlas levels, the potential of a universal model built on existing atlas that can extrapolate to new data remains
unclear. A fundamental yet challenging problem for such a model is to identify the underlying biological and batch variations in a zero-shot manner, which is
crucial for characterizing scRNA-seq datasets with new biological states. In this work, we present scShift, a mechanistic model that learns batch and biological
patterns from atlas-level scRNA-seq data as well as perturbation scRNA-seq data. scShift models genes as functions of latent biological processes, with sparse
shifts induced by batch effects and biological perturbations, leveraging recent advances of causal representation learning. Through benchmarking in holdout
real datasets, we show scShift reveals unified cell type representations as well as underlying biological variations for query data in zero-shot manners,
outperforming widely-used atlas integration, batch correction, and perturbation modeling approaches. scShift enables mapping of gene expression profiles to
perturbation labels, and predicts meaningful targets for exhausted T cells as well as a list of diseases in the CellxGene blood atlas.
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abstract

There has been significant recent progress in leveraging large-scale gene expression data to develop foundation models for single-cell transcriptomes such as
Geneformer [1], scGPT [2], and scBERT [3]. These models infer gene functions and interrelations from the gene expression profiles of millions of cells, which
requires extensive data curation and resource-intensive training. Here, we explore a much simpler alternative by leveraging ChatGPT embeddings of genes
based on literature. Our proposal, GenePT, uses NCBI text descriptions of individual genes with GPT-3.5 to generate gene embeddings. From there, GenePT
generates single-cell embeddings in two ways: (i) by averaging the gene embeddings, weighted by each gene’s expression level; or (ii) by creating a sentence
embedding for each cell, using gene names ordered by the expression level. Without the need for dataset curation and additional pretraining, GenePT is efficient
and easy to use. On many downstream tasks used to evaluate recent single-cell foundation models — e.g., classifying gene properties and cell types — GenePT
achieves comparable, and often better, performance than Geneformer and other methods. GenePT demonstrates that large language model embedding of
literature is a simple and effective path for biological foundation models.
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abstract

Cells are the fundamental structural and functional units of life. Studying the definition and composition of different cell types can help us understand the
complex mechanisms underlying biological diversity and functionality. The increasing volume of extensive single-cell omics data makes it possible to provide
detailed characterisations of cell types. Recently, there has been a rise in deep learning-based approaches that generate cell type labels solely through mapping
query data to reference data. However, these approaches lack multi-scale descriptions and interpretations of identified cell types. Here, we propose Cell
Decoder, a biological prior knowledge informed model to achieve multi-scale representation of cells. We implemented automated machine learning and post-
hoc analysis techniques to decode cell identity. We have shown that Cell Decoder compares favourably to existing methods, offering multi-view interpretability
for decoding cell identity and data integration. Furthermore, we have showcased its applicability in uncovering novel cell types and states in both human bone
and mouse embryonic contexts, thereby revealing the multi-scale heterogeneity inherent in cell identities.
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abstract

In single-cell data workflows and modeling, distance metrics are commonly used in loss functions, model evaluation, and subpopulation analysis. However,
these metrics behave differently depending on the source of variation, conditions and subpopulations in single-cell expression profiles due to data sparsity and
high dimensionality. Thus, the metrics used for downstream tasks in this domain should be carefully selected. We establish a set of benchmarks with three
evaluation measures, capturing desirable facets of absolute and relative distance behavior. Based on seven datasets using perturbation as ground truth, we
evaluated 16 distance metrics applied to scRNA-seq data and demonstrated their application to three use cases. We find that linear metrics such as mean
squared error (MSE) performed best across our three evaluation criteria. Therefore, we recommend the use of MSE for comparing single-cell RNA-seq
populations and evaluating gene expression prediction models.
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abstract

Genomic (DNA) sequences encode an enormous amount of information for gene regulation and protein synthesis. Similar to natural language models,
researchers have proposed foundation models in genomics to learn generalizable features from unlabeled genome data that can then be fine-tuned for
downstream tasks such as identifying regulatory elements. Due to the quadratic scaling of attention, previous Transformer-based genomic models have used
512 to 4k tokens as context (<0.001% of the human genome), significantly limiting the modeling of long-range interactions in DNA. In addition, these methods
rely on tokenizers to aggregate meaningful DNA units, losing single nucleotide resolution where subtle genetic variations can completely alter protein function
via single nucleotide polymorphisms (SNPs). Recently, Hyena, a large language model based on implicit convolutions was shown to match attention in quality
while allowing longer context lengths and lower time complexity. Leveraging Hyenas new long-range capabilities, we present HyenaDNA, a genomic
foundation model pretrained on the human reference genome with context lengths of up to 1 million tokens at the single nucleotide-level, an up to 500x
increase over previous dense attention-based models. HyenaDNA scales sub-quadratically in sequence length (training up to 160x faster than Transformer),
uses single nucleotide tokens, and has full global context at each layer. We explore what longer context enables - including the first use of in-context learning in
genomics for simple adaptation to novel tasks without updating pretrained model weights. On fine-tuned benchmarks from the Nucleotide Transformer,
HyenaDNA reaches state-of-the-art (SotA) on 12 of 17 datasets using a model with orders of magnitude less parameters and pretraining data. On the
GenomicBenchmarks, HyenaDNA surpasses SotA on all 8 datasets on average by +9 accuracy points.
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abstract

Single-cell sequencing has emerged as a promising technique to decode cellular heterogeneity and analyze gene functions. With the high throughput of modern
techniques and resulting large-scale sequencing data, deep learning has been used extensively to learn representations of individual cells for downstream tasks.
However, most existing methods rely on fully connected networks and are unable to model complex relationships between both cell and gene representations.
We hereby propose scFormer, a novel transformer-based deep learning framework to jointly optimize cell and gene embeddings for single-cell biology in an
unsupervised manner. By drawing parallels between natural language processing and genomics, scFormer applies self-attention to learn salient gene and cell
embeddings through masked gene modelling. scFormer provides a unified framework to readily address a variety of downstream tasks such as data integration,
analysis of gene function, and perturbation response prediction. Extensive experiments using scFormer show state-of-the-art performance on seven datasets
across the relevant tasks. The scFormer model implementation is available at https://github.com/bowang-lab/scFormer.
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abstract
10 Generative pre-trained models have achieved remarkable success in various domains such as nat-11 ural language processing and computer vision.
Specifically, the combination of large-scale diverse 12 datasets and pre-trained transformers has emerged as a promising approach for developing founda-13
tion models. While texts are made up of words, cells can be characterized by genes. This analogy 14 inspires us to explore the potential of foundation models
for cell and gene biology. By leveraging the
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abstract

Deciphering the universal gene regulatory mechanisms in diverse organisms holds great potential to advance our knowledge of fundamental life process and
facilitate research on clinical applications. However, the traditional research paradigm primarily focuses on individual model organisms, resulting in limited
collection and integration of complex features on various cell types across species. Recent breakthroughs in single-cell sequencing and advancements in deep
learning techniques present an unprecedented opportunity to tackle this challenge. In this study, we developed GeneCompass, the first knowledge-informed,
cross-species foundation model pre-trained on an extensive dataset of over 120 million single-cell transcriptomes from human and mouse. During pre-training,
GeneCompass effectively integrates four types of biological prior knowledge to enhance the understanding of gene regulatory mechanisms in a self-supervised
manner. Fine-tuning towards multiple downstream tasks, GeneCompass outperforms competing state-of-the-art models in multiple tasks on single species and
unlocks new realms of cross-species biological investigation. Overall, GeneCompass marks a milestone in advancing knowledge of universal gene regulatory
mechanisms and accelerating the discovery of key cell fate regulators and candidate targets for drug development.
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abstract S2 TL;DR: It is shown that highly variable gene selection improves the performance of data integration methods, whereas scaling pushes methods to prioritize
batch removal over conservation of biological variation.
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abstract S2 TL;DR: SCALEX substantially outperforms online iNMF and other state-of-the-art non-online integration methods on benchmark single-cell datasets of
diverse modalities, especially for datasets with partial overlaps, accurately aligning similar cell populations while retaining true biological differences.
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abstract

Single-cell RNA-seq and ATAC-seq analyses have been widely applied to decipher cell-type and regulation complexities. However, experimental conditions
often confound biological variations when comparing data from different samples. For integrative single-cell data analysis, we have developed SCALEX, a
deep generative framework that maps cells into a generalized, batch-invariant cell-embedding space. We demonstrate that SCALEX accurately and efficiently
integrates heterogenous single-cell data using multiple benchmarks. It outperforms competing methods, especially for datasets with partial overlaps, accurately
aligning similar cell populations while r,etaining true biological differences. We demonstrate the advantages of SCALEX by constructing continuously
expandable single-cell atlases for human, mouse, and COVID-19, which were assembled from multiple data sources and can keep growing through the
inclusion of new incoming data. Analyses based on these atlases revealed the complex cellular landscapes of human and mouse tissues and identified multiple
peripheral immune subtypes associated with COVID-19 disease severity.
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abstract S2 TL;DR: Contrastive learning of cell representations, Concerto, is presented, which leverages a self-supervised distillation framework to model multimodal
single-cell atlases and substantially outperforms competing methods.
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abstract S2 TL;DR: Comprehensive evaluations spanning different species and tissues demonstrated that scDML can remove batch effect, improve clustering
performance, accurately recover true cell types and consistently outperform popular methods such as Seurat 3, scVI, Scanorama, BBKNN, Harmony et al.
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abstract

Due to its internal state or external environment, a cell’s gene expression profile contains multiple signatures, simultaneously encoding information about its
characteristics. Disentangling these factors of variations from single-cell data is needed to recover multiple layers of biological information and extract insight
into the individual and collective behavior of cellular populations. While several recent methods were suggested for biological disentanglement, each has its
limitations; they are either task-specific, cannot capture inherent nonlinear or interaction effects, cannot integrate layers of experimental data, or do not provide
a general reconstruction procedure. We present biolord, a deep generative framework for disentangling known and unknown attributes in single-cell data.
Biolord exposes the distinct effects of different biological processes or tissue structure on cellular gene expression. Based on that, biolord allows generating
experimentally-inaccessible cell states by virtually shifting cells across time, space, and biological states. Specifically, we showcase accurate predictions of
cellular responses to drug perturbations and generalization to predict responses to unseen drugs. Further, biolord disentangles spatial, temporal, and infection-
related attributes and their associated gene expression signatures in a single-cell atlas of Plasmodium infection progression in the mouse liver. Biolord can
handle partially labeled attributes by predicting a classification for missing labels, and hence can be used to computationally extend an infected hepatocyte
population identified at a late stage of the infection to earlier stages. Biolord applies to diverse biological settings, is implemented using the scvi-tools library,
and is released as open-source software at https://github.com/nitzanlab/biolord.
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abstract

Large single-cell atlases are now routinely generated with the aim of serving as reference to analyse future smaller-scale studies. Yet, learning from reference
data is complicated by batch effects between datasets, limited availability of computational resources, and sharing restrictions on raw data. Leveraging advances
in machine learning, we propose a deep learning strategy to map query datasets on top of a reference called single-cell architectural surgery (scArches,
https://github.com/theislab/scarches). It uses transfer learning and parameter optimization to enable efficient, decentralized, iterative reference building, and the
contextualization of new datasets with existing references without sharing raw data. Using examples from mouse brain, pancreas, and whole organism atlases,
we showcase that scArches preserves nuanced biological state information while removing batch effects in the data, despite using four orders of magnitude
fewer parameters compared to de novo integration. To demonstrate mapping disease variation, we show that scArches preserves detailed COVID-19 disease
variation upon reference mapping, enabling discovery of new cell identities that are unseen during training. We envision our method to facilitate collaborative
projects by enabling the iterative construction, updating, sharing, and efficient use of reference atlases.
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abstract S2 TL;DR: It is found that most classifiers perform well on a variety of datasets with decreased accuracy for complex datasets with overlapping classes or deep
annotations, but the general-purpose support vector machine classifier has overall the best performance across the different experiments.
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