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| 1. 实验目的 2. 掌握选择排序、冒泡排序、合并排序、快速排序、插入排序算法原理 3. 掌握不同排序算法时间效率的经验分析方法，验证理论分析与经验分析的一致性。  实验概述 排序问题要求我们按照升序排列给定列表中的数据项，目前为止，已有多种排序算法提出。本实验要求掌握选择排序、冒泡排序、合并排序、快速排序、插入排序算法原理，并进行代码实现。通过对大量样本的测试结果，统计不同排序算法的时间效率与输入规模的关系，通过经验分析方法，展示不同排序算法的时间复杂度，并与理论分析的基本运算次数做比较，验证理论分析结论的正确性。 实验要求 1、实现选择排序、冒泡排序、合并排序、快速排序、插入排序算法；  2、以待排序数组的大小n为输入规模，固定n，随机产生20组测试样本，统计不同排序算法在20个样本上的**平均运行时间**；  3、分别以n=10000, n=20000, n=30000, n=40000, n=50000等等，重复2的实验，画出不同排序算法在20个随机样本的平均运行时间与输入规模n的关系，如下图1所示；    图1. 时间效率与输入规模n的关系图  4、画出理论效率分析的曲线和实测的效率曲线，注意：由于实测效率是运行时间，而理论效率是基本操作的执行次数，两者需要进行对应关系调整。调整思路：以输入规模为10000的数据运行时间为基准点，计算输入规模为其他值的理论运行时间，画出不同规模数据的理论运行时间曲线，并与实测的效率曲线进行比较。经验分析与理论分析是否一致？如果不一致，请解释存在的原因。  5、思考题：现在有1亿的数据，请选择合适的排序算法与数据结构，在有限的时间内完成进行排序。 实验内容步骤与结果 以下将按照选择排序、冒泡排序、插入排序、合并排序、快速排序的顺序，分别给出每一个排序算法的设计原理或思路和伪代码，然后完成老师在实验要求中要求要做的内容。最后探究实验要求中的思考题。   * *实现各个排序算法*   **1. 选择排序**  1.1 设计原理或思路  首先在未排序的序列中找到最小的元素，将它和序列的第一个元素交换位置。然后，在剩下的序列中找到最小的元素，将它与序列的第二个元素交换位置。再在剩下的序列中找到最小的元素，将它与序列的第三个元素交换位置。以此类推往复，直到整个序列都有序。    # 如下图1所示，每次循环都会将剩余序列中的最小值移至已经有序序列的末尾，直至全部有序，排序完成。      图1 选择排序示意图  1.2 算法实际执行时间  选取数据规模为：1、2、3、4、5、10、30、50，单位为万的数据规模进行排序算法运行时间测试。对于每一个数据规模，都随机产生20组测试样本来排序，取20次的运行时间平均值来作为每一个数据规模下，算法实际执行所需的时间值。以上过程分析在下文不再赘述。选择排序算法各数据规模下运行平均时间如下表所示，数据规模单位为个，时间单位为ms。    1.3 对于算法效率的分析  已知选择排序算法平均时间复杂度为，经过分析和在实验要求里的提示，我以输入规模为10000的数据运行时间为基准点，通过 = 的比例关系，计算得到各实验数据中算法执行时间的理论值。通过与实际值的对比得到如下表，其中误差为（实际值-理论值）/实际值。    下面为选择排序的理论效率曲线和实测效率曲线对比图：    1.4 对于上述对比结果的解释与分析  通过上面的曲线图可明显看出理论值和实验值在数据规模较小时差距很小，几乎相同，但是在数据规模增大时，实际值与理论值相对差距是不断增大的，且为实际值小于理论值。  实验数据和所绘制的图像显示理论值大多大于实验值，据我对实验数据的分析，我推测最小数据规模的运行时间偏大，而我们又将最小数据规模的运行时间作为基准点来进行理论值的计算，就会致理论值不准且偏大。这在数据规模大时更为明显，因为在数据规模较小时，计算误差时作为分母的实际运行时间较小，致使小的波动也可以造成大的误差比例影响，致使在数据规模较小时随机性较大。  **2. 冒泡排序**  2.1 设计原理或思路  比较相邻的元素。如果第一个元素比第二个元素大，则交换它们两个。接着比较第二个和第三个元素，如果第二个比第三个元素大，则交换它们两个。以此类推，对每一对相邻元素都做相同的动作，从开头的第一对到结尾的最后一对。完成一趟比较交换后，最后的元素就会是最大的元素。然后我们对前面剩余的元素序列做同样的工作，完成一趟后倒数第二个元素就会是次大的元素。如此重复下去，直到序列有序，排序完成。    # 如下图2所示，每次循环都会将当前在排序的序列的最大值移至序列末尾，循环多次，直至排序完成  图2 冒泡排序示意图  2.2 算法实际执行时间  冒泡排序算法在各数据规模下平均运行时间如下表。  数据规模单位为个，平均运行时间单位为ms。    2.3 对于算法效率的分析  已知冒泡排序算法平均时间复杂度为，经过分析和在实验要求里的提示，我以输入规模为10000的数据运行时间为基准点，通过 = 的比例关系，计算得到各实验数据中算法执行时间的理论值。通过与实际值的对比得到如下表，其中误差为（实际值-理论值）/实际值。    下面为冒泡排序的理论效率曲线和实测效率曲线对比图：    2.4 对于上述对比结果的解释与分析  根据上面的曲线图可明显看出冒泡排序的实验值大于根据基准点算出来的理论值。我采用的是原始的冒泡排序算法，未经过优化，导致实验耗时很大。  实验数据和所绘制的图像显示理论值小于实验值，据我对实验数据的分析，我推测原因有：1. 实现的冒泡排序算法为未优化的算法，算法未优化的劣势在小数据规模时没怎么体现，但随着数据规模的增大，算法未优化的劣势所带来的时间差异会越来越明显，而我们又以最小数据规模的运行时间作为基准点计算理论值，这应该会导致理论值普遍偏小。2. 最小数据规模的运行时间偏小，而我们又将最小数据规模的运行时间作为基准点来进行理论值的计算，就会致理论值都不准且偏小。  **3. 插入排序**  3.1 设计原理或思路  将整个序列分为有序和无序的两个部分。前者在左边，后者在右边。开始有序的部分只有第一个元素 其余都属于无序的部分。每次取出无序部分的第一个（最左边）元素，把它加入到有序部分。假设合适的插入位置为p，则原p位置及其后面的有序部分元素都向右移动一个位置，有序的部分即增加了一个元素。一直做下去，直到无序的部分没有元素，则序列整体有序，排序完成。  #如下图5所示，依次将右边的待排序序列中的首元素插入到左边的有序序列中，直至待排序序列为空，则排序完成。  图5 插入排序示意图  3.2 算法实际执行时间  插入排序算法在各数据规模下平均运行时间如下表。  数据规模单位为个，平均运行时间单位为ms。  3.3 对于算法效率的分析  已知插入排序算法平均时间复杂度为，经过分析和在实验要求里的提示，我以输入规模为10000的数据运行时间为基准点，通过 = 的比例关系，计算得到各实验数据中算法执行时间的理论值。通过与实际值的对比得到如下表，其中误差为（实际值-理论值）/实际值。  下面为插入排序的理论效率曲线和实测效率曲线对比图：    3.4 对于上述对比结果的解释与分析  通过上面的曲线图可明显看出理论值和实验值在数据规模较小时差距很小，几乎相同，但是在数据规模增大时，实际值与理论值相对差距是不断增大的，且为实际值小于理论值。  探讨算法本质我们可以知道，插入排序时间复杂度的最优情况是，而平均和最坏情况下才是。所以当选取平均时间复杂度为时，我们通过 = 的比例关系来求运行时间理论值会出现数据规模越大，实验值与理论值相差越大的情况，并且应当是理论值大于实际值。  **4. 合并排序**  **4.1 设计原理或思路**  合并排序通过递归的方式将大的序列不断分割，直至分至序列的大小为1，因为此时有且仅有一个元素，自然该序列有序，然后将两两相邻的大小为1的序列合并成大小为2的有序序列，再将两两相邻的大小为2的有序序列合并成大小为4的有序序列，以此类推，直至整个序列有序，排序完成。  #如下图3所示，不断细分直至序列长度为1，然后再逐步合并同时排序，直至合并后的序列长度与原序列长度一样，此时排序也完成了。  图3 合并排序示意图  4.2 算法实际执行时间  合并排序算法在各数据规模下平均运行时间如下表。  数据规模单位为个，平均运行时间单位为ms。    4.3 对于算法效率的分析  已知合并排序算法平均时间复杂度为，经过分析和在实验要求里的提示，我以输入规模为10000的数据运行时间为基准点，通过 = 的比例关系，计算得到各实验数据中算法执行时间的理论值。通过与实际值的对比得到如下表，其中误差为（实际值-理论值）/实际值。    下面为合并排序的理论效率曲线和实测效率曲线对比图：    4.4 对于上述对比结果的解释与分析  根据上面的曲线图可看出对比其他3个平均时间复杂度为的算法，合并排序已经基本呈现出线性递增情形，那么我们显然可以知道合并排序的效率要远远优于其他3个平均时间复杂度为的算法。  实验数据和所绘制的图像显示理论值大于实验值，据我对实验数据的分析，我推测是最小数据规模的运行时间偏大，而我们又将最小数据规模的运行时间作为基准点来进行理论值的计算，就会致理论值都不准且偏大。但在数据规模较小时，由于运行时长很小，致分母很小，致使微小的波动也会造成较大的误差比例，误差的随机性大，这属正常情况。  **5. 快速排序**  **5.1 设计原理或思路**  我们将待排序序列中第一个元素设置为枢轴元素，然后将序列中所有小于枢轴元素的元素放在它左边，所有大于等于枢轴元素的元素放在它右边。那么我们容易得到此时枢轴元素所在的位置就是正确的位置。然后我们对枢轴元素左边的子序列和枢轴元素右边的子序列都进行相同的操作。依此类推，利用递归的思想，我们可以让所有元素到它们的正确位置上，实现序列有序。    #下图4展示了快速排序的一趟排序过程，每经过一趟排序过程，就有一个枢轴元素到达正确的位置，要想完成整个排序过程，需要不断对左序列和右序列都进行递归调用，不断地进行下图4中所展示的操作。  图4 快速排序示意图  **5.2 算法实际执行时间**  快速排序算法在各数据规模下平均运行时间如下表。  数据规模单位为个，平均运行时间单位为ms。    **5.3 对于算法效率的分析**  已知快速排序算法平均时间复杂度为，经过分析和在实验要求里的提示，我以输入规模为10000的数据运行时间为基准点，通过 = 的比例关系，计算得到各实验数据中算法执行时间的理论值。通过与实际值的对比得到如下表，其中误差为（实际值-理论值）/实际值。    下面为快速排序的理论效率曲线和实测效率曲线对比图：    5.4 对于上述对比结果的解释与分析  根据上面的曲线图可看出与其他3个平均时间复杂度为的算法相比，合并排序基本呈现出线性递增情形，则显然我们可以知道快速排序的效率要远远优于其他3个平均时间复杂度为的算法，且比复杂度相同的合并排序也要稍快。  实验数据显示理论值小于实验值，原因我推测有：1. 快速排序的最坏时间复杂度为，最好和平均时间复杂度才是，故易知选取平均时间复杂度的情况下，我们通过 = 的比例关系来计算理论值，势必将导致计算得到的理论值偏小。2. 快排实现用的是递归写法，递归造成额外的空间和时间开销。   * *排序算法运行时间对比及分析*   1.排序算法运行时间对比  五个排序算法在不同数据规模下的实际运行时间如下，绘得图像如下所示，以下时间均为毫秒(ms)，并且均为在对应数据规模下在20个随机样本的平均运行时间。    画出不同排序算法在20个随机样本的平均运行时间与输入规模n的关系，如下图所示:    2.分析  观察上图可知，虽然插入、冒泡、选择排序算法的平均时间复杂度一致，但冒泡排序的运行时间实际值大于其他两个，究其原因应该是：使用了未优化的冒泡排序算法，且选择排序一般情况下（序列有序性不高）要快于冒泡排序，因为其交换次数少。而插入排序优于选择排序是因为插入排序算法的时间复杂度最优情况为，最坏情况才是，而选择排序的时间复杂度最优和最坏情况都是。两个平均时间复杂度为的排序算法远远优于其他三个为的算法，所需时间较其他三个甚至可忽略不计。   * *思考题*   现在有1亿的数据，请选择合适的排序算法与数据结构，在有限的时间内完成进行排序。   * 因为1亿的数据经计算需要内存约为95.37MB，故1亿的数据可以存放在内存中。 * 我将1亿个随机数据存放在数组中，用比较排序中的最快的快速排序对1亿数据进行5次排序，统计得到排序平均运行时间为39882.8ms。 * 我仍觉得过慢，我了解得到可以用一种更快的排序算法进行排序——计数排序。这种排序算法是一个非基于比较的排序算法，它的优势在于对一定范围内的整数排序时复杂度为O ( n + k ) (其中k是整数的范围)，快于任何比较排序算法。 * **计数排序**   **设计原理或思路**  开辟一个新数组作为频率数组，数组中的每个元素用来作为桶存待排序序列中每个元素出现的频率。然后遍历待排序序列，将每个元素放入对应的桶中（频率值加1），最后遍历频率数组，并将每个元素存到另一个新序列中，得到排好序的序列。  #如下图所示，我以2,3,1,5,6,4,8,9,5,7,6,2,5这个序列为例，展示下计数排序的过程。  ad91fa1e69a4bd6ef166510e8c57f92   * 我将1亿个随机数据存放在数组中，用上面介绍的计数排序对1亿数据进行10次排序，统计得到排序平均运行时间仅为91.1ms。 * 可以看出，计数排序的时间消耗比比较排序中最快的算法——快速排序仍要快出非常多。  实验经验总结或体会  1. 具体问题需要具体分析  * 对于数量级较小的序列，可以选择时间复杂度为的算法，可以很快成功排序。若数据量＞，则应该使用时间复杂度为的算法，例如快排和归并排序。对于数据量特别巨大的情况，例如＞的情况，则可以考虑使用计数排序。  1. 可以考虑对算法的不足进行优化  * 如冒泡排序，在算法操作时存在可优化的空间，冒泡排序算法需全部循环运行结束才结束，因此可能存在在循环结束前，序列已经有序，但仍需要进行循环，这是无意义的，将造成时间浪费。可以通过定义标志变量判断冒泡的一趟是否进行交换，如果未进行交换则序列已经有序，break出循环减少无效循环，从而优化算法。 * 如快速排序，当数据大小大致成二分分布时，有很好的性能，但当数据恰好倒序或恰好正序时，则性能很差，时间复杂度为。我们可以使用三数取中选取基准。它的思想是：选取数组开头，中间和结尾的元素，通过比较，选择中间的值作为快排的基准。这可以优化快速排序算法。 |
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