# Assignment 9

# Clustering

*The purpose of this assignment is to use R/Python to learn how to perform K-means clustering in R/Python.*

This assignment provides you with an opportunity to demonstrate the achievement of the following course learning outcomes:

* Understand and apply the Python programming language
* Understand and be able to implement K-means clustering on a given dataset

Key Information

* **Type:** *Individual*
* **Weight:** 6.25%
* **Delivery:** Course website upload
* **Due Date:** End of lab session

## Expectations

You are expected to complete this assignment individually.

Respect for academic integrity is crucial to your success. Make sure you understand what constitutes acts of academic dishonesty in the page: [What is Academic Dishonesty?](http://mcmaster.ca/academicintegrity/students/whatis.html)

## Instructions

*Using R/Python, you are to complete the following questions.* ***Please submit your answers (CODE USED AND OUTPUT) as PDF* *files to the course website submission folder.***

*Please answer following questions:*

1. *Define K-means clustering?*
2. *Following the example in the K-means Jupyter Notebook file do the following (to be done 100 times in a loop structure):*
   * *Use a random number generator to generate the centre value between 2-10*
   * *Use a random number generator to generate cluster\_std between 0.01 and 0.99*
   * *Use the make\_blob function to generate a new data set*

*from sklearn.datasets.samples\_generator import make\_blobs*

*X, y = make\_blobs(n\_samples=300, centers=”Randomly generated number between 2-10”,*

*random\_state=0, cluster\_std==”Randomly generated number between 0.01 and 0.99”)*

*plt.scatter(X[:, 0], X[:, 1], s=50);*

* + *Use a loop structure (for or while) that applies K-means with different number of means (k takes the value between 2 and 15)*
  + *Choose the k-value that has the highest silhouette score*
  + *Print the following values:*
    - *Centres and the k value with the highest silhouette score*
  + *Repeat for 100 times*

***Option:***

*Instead of doing the previous steps, write a program that performs k-means*

**Appendix**

If the ground truth labels are not known, evaluation must be performed using the model itself. The Silhouette Coefficient (**[sklearn.metrics.silhouette\_score](http://scikit-learn.org/stable/modules/generated/sklearn.metrics.silhouette_score.html" \l "sklearn.metrics.silhouette_score" \o "sklearn.metrics.silhouette_score)**) is an example of such an evaluation, where a higher Silhouette Coefficient score relates to a model with better defined clusters. The Silhouette Coefficient is defined for each sample and is composed of two scores:

* **a**: The mean distance between a sample and all other points in the same class.
* **b**: The mean distance between a sample and all other points in the *next nearest cluster*.

The Silhouette Coefficient *s* for a single sample is then given as:

![s = \frac{b - a}{max(a, b)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG0AAAAqBAMAAABLi8ixAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdIsyYK+/nRhI3c/76fO64szvAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAByklEQVRIx+WVv0vDUBCAL2maHzWVoIODKI+qix3srtioCCIIaUFBXHQQ11IE1yAugtKKm0uLi+CiuIh0idjBsYN/gDg5Vjrpoi99qbyEiOdbve0g38u9y90XgJ9Dq4JIGFcgFsuC3Kog9ySG6W9DVqhN5REUJ3Xgkc/PoYHiVAeaXCq34AbF9dv6O8DZJY0LmpoEHlBcxZXaXJrPGR6Km4GUw6U10Oo2qk5Y4VPTPXYIhlMKpXA6eOvC/wkpMybELcKOELcGfnfVhh/OH7jaR1gjn5jwB3DYEykzZYEnUmfKNTZF3qdkMr8bIzzPMvZs1Q3JWMcWuBuR8QCSa0VknEZOIonIWCO4luciMjbqMU/Je/vZpfId86w0MZfNmZx0mYzjJuUgT6QXmGSeXUjcm1WTky6TcTuGs0dBfoYN5llLoUfPctJlMn6Nu8429Dn0fObZ5HWX+5Yuk3Es1wTT1juBZ9O0dUecdJmM4+6XaEOe1mUzz1ZyCpicdJmM4zh6lUlQSyXfs+PeFJz636Er3Wk3kHHsd0gSKIJRdH3PHm6dFGyQCZNujQQy1izcD7R3fO9x5JzBeoSbx+5RsKrBOqH3KNhbqdc5yn8B5J6VXHIc4s8AAAAASUVORK5CYII=)

The Silhouette Coefficient for a set of samples is given as the mean of the Silhouette Coefficient for each sample.

#### 2.3.9.5.1. Advantages

* The score is bounded between -1 for incorrect clustering and +1 for highly dense clustering. Scores around zero indicate overlapping clusters.
* The score is higher when clusters are dense and well separated, which relates to a standard concept of a cluster.

#### 2.3.9.5.2. Drawbacks

* The Silhouette Coefficient is generally higher for convex clusters than other concepts of clusters, such as density based clusters like those obtained through DBSCAN.

Note: The silhouette score is one of a few evaluation metrics that are appropriate for use with k-means clustering.

## Rubric

To achieve full marks on this assignment, you must have answered all questions above correctly with code submitted that has no errors.