![](data:image/png;base64,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)

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAgAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCADhAOEDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD27UdSttMs5Lu9mWOFF3Mx/kPUnoAOTXk+v/Fa9uZXh0eJLWDtK4DOffngduOfrVP4l+JpNU1htMglYWtoSpA6NJ0JP05A/H1rg1G568rE4qTk4wdkfd5Jw/SVJV8Srt6pPZLp6m1J4t1933nU7vcewnbH5AgUweKdcxgatd/9/m/xror74dx2HhAa7JqRyYEk8nyhjLEYG7PuOcVw6LvdV/vNXNN1I6Sb77nvYX6hiYuVGKaTs9Lar5Gt/wAJTruMf2vd4/67P/jR/wAJTrv/AEFrv/v8/wDjXSeIvh1H4e0ZL2bVN7SOieWIccnk4OecAE/hTfFnw9HhvSBfrqP2lS6ptMW3AwTnOT6D86pwrK976b6nLDG5VUcVFL3m0vd3at5eZzv/AAlOuf8AQWu/+/z/AONL/wAJVruMf2vd/wDf9/8AGt7wx4AfxBo82pXV6LS3UnaWizkAZJ6jAHT8DWhpHwuh1PS01A6y0Ebs5XdAB8oJAJ+YYyAD+NOMK8rWb18yauOyulKUZpe67P3b69tjkf8AhKtd/wCgvef9/wB/8aT/AISnXf8AoLXf/f5/8a7O6+F+n21lLMPEcTrEjPgRrzgZ/ve1easNj1E1Vh8Tf3nXg6mX4xN0Yp239235o2ovFGttMitqt9tLD/l4f/Gpj4k11G41rUM/e/4+W7/jWFB/rk/3hViU/v2/z2r6fhi1SVRT12317nwXiDSjQVCVL3fi20vt2NP/AISbXv8AoNah/wCBUn+NH/CTa9/0GtQ/8C5P8ayc0Zr6/wBhS/lX3I/M/bVf5n95rf8ACTa9/wBBrUP/AALk/wAaP+Em17/oNah/4Fyf41k5oo9hS/lX3IPbVf5n95rf8JNr3/Qa1D/wLk/xpf8AhJtf/wCg1qH/AIFyf41kmqrXy7/u/jmj2FL+Vfcio1a0tpP7zoP+El1//oM6h/4Fyf40n/CT69/0GtQ/8CX/AMa58X6/xR/rmq0s26bzI9y0ewpfyr7kaRlXvrJ/edV/wk2vf9BrUP8AwJk/xo/4SbXv+g1qH/gVJ/jWFbBvJ3N94/Nz+lQS3UyP8wVaPYUv5V9yJU6zdlN/ebM/ibXlfeviPUFb+4bp/wDGq7eMPETps/tvUPqLqQH/ANCrELb23N/FSUvYU/5V9y/yOpTqdZP7zX/4SrxH/wBB/VP/AANl/wAaWPxb4jifeuvaluX+9dyMPyJIrHoo9hS/lX3Iftand/eei6B8XtZsJki1lVvrT+J9oSYe4Iwp+hHPqK9o0bWLHXdMjv8AT51mt37jqD3BHYj0r5SrsPhz4pl8O+JoopJf+JfeMIrhD0BPCv7EE8+xPtXmY/LISi6lJWa6LZ/8E7MNi5KXLN3R9IUUmaK+cPVuj5TllaeZpZG3SMxZie5JyTU2nWzXWowWq/ekkCr9SQB/OqlaOh38el61a38kPmLC4fYDjJByOcHvivmo6vU/aKvNGk/ZrW2iPXPijOLXwnbWEP8Ay1kUAAZ+VR/jtry3wtYfbPE2nW0kfyNOue3QjP6A16D/AMLltyedFc/Wcf8AxNY138SILrxLYaqdLISzR1WPzRyzA5OcentXdWlTnPnUu2lmfK5dSzDC4WWH9hZtN35lu1pp/wAE3Pi9f+VbabZr0Z2dx9OB/M1tahaP4m+HFjHCd00iQc+h3KCT7DnP0ryvxh4oXxXqcd2tu1uscQjVCd3c5OcD1/Sug8M/ExNA0C306TT2n8nO1xKF4yTjGD0zVKvCVSfM9GrGVTKcVTwND2MP3kHdq66+f3G54+1SHQNCtPDVg21nVQ+3qIx0B9yRz7A+tdJeyaboXgy1t9Xjka2MMcLpHnLHbyOCD2J614nfa0+qeI21W9j80NOHaPOOARhQfQAAV6A/xfs549kuil19GmB/mtOniIOUm3bRJadDPFZNiYUqMKcHJpuUmmk23bq3+JheJLzwa+kSro1lPFdsRtcu4AHU9WI9uneuDruPFXjq28QaSllb6ULQ+aHZgQcgA8cAdyD+FcPXHWceb3bfJWPpcopVKdC1VNO+zlzP7yWEfvk3fdVg361K7ZYe3H5U2L92u7ucY49MH/P41FmvteF8JKnRnWf2mreiPzbj/HU62Kp4aD1gm36vp/XclzRmo80Zr6ix+eWJM0uajzS5oFYc+7Y2371Z7Ws393pV7NOzSsXGbjsZTIyfeX71R1qzhXT5vu/xe3vWdLG0T/N+frSOiE+YuWdyv+qb/gJ/pUt5Grw7/SsnpVk3TND5TfN/dNApUve5okVFMzS5oNR1FNzSUAPppp1FMD0P/ha2pf3m/M0V55RXL9To/wAqNvrFTuankN/s/wDfYo+zyf7P/fQrLyfajJ9q8b/U+h/z8f3H3v8Ar/iP+fK+9/5Gr9mb++v/AH2KPssn95f++xWVu9h+dOz7D86X+p9H/n4/uJ/4iBiP+fK+80/ssn95f++xR9mk/vL/AN9iszP0/OnZPt+dL/VCh/z8f3B/xEDEf8+V95o/ZpP7y/8AfYo+zSf3l/77FZ+4+ho3H3o/1Ro/8/H9wv8AiIGI/wCfK+//AIBofZ2/vL/6F/Kmq8K/7TemMf8A6+9Uw3GMD8qN1b4fhbC0pc025+T0X4HDjOOcfXg4UoqF+q1f9fIsmRgc8g/5x/8ArpN561DuwfWnZr6ONOMY8sdj4mcpTlzS1b6vcdmnZqLNGadjPlJs0maZmlzU2J5R+admo91Iz7U3f3aVhco+dtsLf7tUdyyw/M3zJ+opLi5WRNi0y3P75fm21LOmEGo3GZpc1ZnMOz5fve3+FVM0WLTuOzRTc0ZpAOopM0ZoAWlzSZozQA7NFNzRQKw3dS7qg3UvmV6HKb8pPupd1V99O3UuUXKT5p26q+aXdS5RcpY3Um6od1O3UuUjlJc0uai3UZpcouUmzS5qHzKPMo5RcpNmnZqHfS5pcouUm30jM2z5V3NUe6lzS5ULlIxdsifd3N6mpWk82H92y7m7f0qvctJs+X7v8VQwS7Jqztqa8ia5khTRmlmZZX+Wp44VR1fdu/lU8pTdldjphutll/i4qtmrE867HSqeaHEmC01JM0ZqPdRupWL5STNGabuo3UrCsPzS5puaTNArD80U3NFAWPdP+Ff+F/8AoER/9/JP/iqb/wAIB4X/AOgRH/38k/8Aiq6Qn3pM+9fzp/rDm/8A0Ez/APA3/mfc/VaP8i+5HPD4feGf+gRH/wB/JP8A4qnD4e+Gf+gTF/39k/8Aiq6WIe9cB4m+L2n+F/EE+jvpc1y1vt3SJKFGSobGCO2RXRhs2z3FzcKFeo2lf43t95jUpUIbwX3G5/wrzwz/ANAmP/v7J/8AFUn/AAr3wz/0CYv+/sn/AMVXGf8AC/8AT/8AoX7n/wACF/8Aia7bwZ4903xpHP8AZI5ba4t8GSCXGcHowI6jPHb+Vb4jGcR0Ie1q1aiS687f6mSjh27KC+4b/wAK+8M/9AmP/v7J/wDFUv8Awr3wz/0C4/8Av9J/8VWD4k+MOn+GvEV1pDaTPctbsqtIkoUEkAnjHbOPwrI/4X9p/wD0ALn/AMCF/wDia0hX4mnBTjWqWauvfez+YNYa9uRfcdp/wr7w2f8AmFR/9/JP/iqUfD7w3j/kFx/9/JP/AIqjwb8QdJ8ZfaIrSOWC6gXe0EuMlc43Ag8jJA7dR61heJvjBp/hzX7rSH0ua5a32q0iShQSQDjBHbOKxhj+IZ1nh1Wqc61a5nt9/mNww9r8it6I3f8AhX/hv/oFx/8Af2T/AOKoPw/8Nf8AQLj/AO/kn/xVcV/wv7TgP+QBc/8AgQv/AMTXX+B/H8Pjqa8WDTZbRbVV3O8gbJbOAMAehqq+L4joU3Uq1qiit3zv/MSjhm7KC+4m/wCEA8Nf9AuP/v7J/wDFUf8ACA+Gf+gXH/39k/8Aiq0PFniay8IaHLqd4vmbWCRxAgGRj0UZ9sn6A1x2gfGWx17X7PSk0meBrqTy1keYMAcHHAHPOB+NZ0cw4grUnWhWqOKvd876b9RuGGTs4L7jof8AhA/Df/QJj/7+yf8AxVH/AAgfhv8A6Bcf/f2T/wCKrrCFry+L4z2c3iFdHg0WaRnuvs8cvnjDEttBxt6HrWeGzXPsUpOjXqPl1fvvT8Ryp4aO8F9x03/CA+Gf+gTF/wB/ZP8A4qo/+FdeGD/zCY/+/wBJ/wDFVa8X+NdL8Haes17+9uJP9TaxkbpPU+wHqa53wx8U5PFeqrZab4cn+X5pJnuAEiX1J2/kOpq6ePz+rRddVp8i687S/Fi5MOnbkV/Q2l+HnhhfnXSY/wDv5L/8VQ3w+8Nv97Sl/wC/kn/xVZnjH4qWPg/W/wCzJdOku5PKWVnSUKBuJ4wR1wM/jWzJ4wgh8A/8JVPaNHGYBOtv5gJ+Y4UbsdTkdu9J5hn6hCbrVLTdl771v8xcmHu/cWnkQf8ACu/DP/QJj/7+yf8AxVJ/wrzwx/0CY/8Av5L/APFVjeFfi9p/ibXoNK+wSWkk+fLkeUEFgMheBxkA/j9a6Pxp4utvBejLqE9s1zvmESxo4UkkE5yR2AoqY/P6VZYeVaopvZcz1/Eajh2r8i+4q/8ACvfDP/QJj/7+Sf8AxVL/AMK88Mf9AiP/AL/S/wDxVSeB/GcfjbT7q7h0+WzjhcRfPIH3nGT0AxjI/Oqniz4m6B4Vm+yymS7vl+9b2+P3fGRuJ4H05PI4pLMc+dZ4dVqjmuik/wDOwcmHtfkVvQn/AOFe+Gf+gTH/AN/ZP/iqQ/D3wx/0CY/+/wBL/wDFVwX/AA0EN/8AyLJ2/wDX9z/6Lr0bwl4y0vxlp8txYmSOaEgTW8mNyZzg8cEHBwfatsVieIsLD2lWrUS787f32YRWGk7KC+4p/wDCAeGf+gRH/wB/pf8A4qj/AIQDwx/0C4/+/sv/AMVXTsvvSY9683+380/6CJ/+BM6Pq1D+Rfcjmf8AhAfDH/QLj/7/AEn/AMVRXS4PrRR/b+af9BE//AmH1Wh/IvuRCTTQaRjTFNeYdqReh+7XyZ4lv01XxjqN7IzGKa7dsjrs3EDH4AV9Ra9f/wBl+GtSvf8AnjbO/wCIU4/WvlzwydK/4SSzfXTt04NumOwtkAHAwAScnFfW8LU+VVsRZu1krbvq0vwPKxjvJI6bxb4k8G6loq2uhaJNb3akfv5URcKOvQkknp2ru/gr4Yk0zTrrxBcSx/6ZH5UKI4bCg5Ykg4ySBx1GK8/8eXfgm4gtU8Kwss27Mz+WUXbjpzgk59u1dZ8M3vdF+GniXWJHZbZlZrVDwN6oQWH1YoP+A13Y6Ev7L5ad48zStLVu728u/oYxdql3r6HmesX8Gq+MLy+nZvs894zsV5Owt29eK6zxp4g8DahoX2XQNHkjvcr+/MQQKAee5JJ6Vi/Dvw9F4n8YQWVyu62CPLMPYLx/48RVfxpoL+FfF9xZQ7liRhLbt32nkfkcj8K9WSoSxMKHM1KCuknZNba9zNcyi33PSPgh4cu7a4vdfuYmjhkg8m3yMeYCwYsPb5QAfc+leV+IL6LU/Ft/eyMzQz3rvlOuwscY/DGK+g9H8WfbfhFLrr7UuLe0kWQLgfvEBXp2z8px718/eF5NIi8SWsuu7m05CWlRU354OBj64rzssq1KmJxOJqxd17tl5X0RdRJRjFHcDxn8Of8AoTZfyT/GvYfBEeky+G4NS0nSl02G7Uv5exQxAYgEkdeBkexrzgeI/hD/ANAz/wAk66Lxt40stC+Hds+i/uG1KEJZIqBDHGRywUdMAjHuRXj46lPEclCnTnFydvebt/XX5GsXa7bR558SNeufG/jeLRNL/e29vN9nt1BOJJSQGY+2RjPoM965W6tX8H+N0hZsvp9zG7H1wQ38qj8Otrun3q6notpO0yZCzJbeaBkYOMgjOCR+NVtdvdUv9Ylu9Y8w30uDIXiCE4GBwAB0GOnavq8Ph1Rth6bXs1G1urff+urOeTuuZ7n1j4g1FdN8NX+of88baSVffCkj+lfJugaqNG1211PyFna2fzVjc4BYD5c+wbB/Cvb/ABfr7S/Ay0uBL+9vba3gZvVuN/8A6A1eZ/DrwN/wmmpzrLP5VnaqrTY+827OFHp908+1eFkVOnhMJXqYj4btP0Wn6mtW85JIyhdXPjDxbbvrF+yyXs6xNM3IjDHAAHYDOPavp/w74b03wxpSWVhBtVfmZ+rOe7E9zXzB4x0F/DPiu609N3loweFvVSMgj6cj8K+jPCHildd8A2+sSN+8hhK3Ps6D5j7Zxu+hFZcRxlPD0alB/unpZbeQ6PxNPc+fviFfNq3xE1Z49zH7R5Cj/dATA/EGvU/i266L8MdO0iPozQ2//AUTP81H515R4Rgk1/4i6d5vLT3wmk98Eu38jXcfHq/3appGnq3+qiedh/vMFGf++D+dd+Ipf7bhML0gr/ctPyIi/dlLueT20s9jPDdwM0ckUgeOQdmUggj3BxXpHxQ8XxeJ/D/ht4nX97G89xGD9yQYUj8w2PbFX/8AhA0uvgraXsMH/ExRWvNwHLqSTj/vnH5V48Oor0KUqGOrKsvipSa/T/gkNOCt3PefCuoN4N+B0urxrturku8eR/EzeWpx3AADfQVwXw48Kp418UytqTySW8Kme4JJJkYngE9eTkk+xr0j4gaNNbfBixso1ZvsccDSAegGCfzOa4L4T+MdL8J6jfpqzPFb3kabZkQtsKk8EDnB3Hp6V5GElOpg8TiMNrUlJ7b2utvRGkklKKex1PjGx+GcU0ukXE/9m3tqwVnt7dyRwDjIBB4Nb/wrsfCFu16/hu9ubu4WNVuJJUdOCSRwQB1B6V5Z8QrzwlqF/LfaHc3Vze3MpeaR0ZUGeuN2Gz+GK9J+BenNbeFby+eNla6ucKWH3lVRgj2yWH4VzY+i6WU80pzu7aS79dLXt8y4u9S1kemyVHTpDTa+MR6K2CiiigoqtUYriW+LXhr/AJ5ar/34j/8Ai6T/AIWx4a/55al/36j/APi6+q/1Qzvb6vIhYyh/MjstW02DXdHuNNuWbyZ12ybDtOMg9fwriB8E/Dv/AD2uv++qmHxc8Nqf9VqH/fiP/wCLpw+L/hvP+r1P/vxH/wDF100eH+I8NHlo0pRXlbcwnUw8ndyRJZ/BrwtbzK8kU0+3s8px+IHWuv1Pw5p+peHW0JovLs2UJsi+XAUggDHQcCuOHxh8Nf8APLU/+/Mf/wAXTh8YvDH/ADy1P/vxH/8AF1FXh/iSrJSnTm2tVrsZ+0oLaSNvwp8PdE8IXkt7Y+c1w8Zj3yNn5SQSAPqBS+LPAGjeL7mK4vvMWaJdivE2MjOcH1rD/wCFxeGf+eWp/wDfmL/4ulHxh8Mf88tT/wC/Mf8A8XS/1e4kdb2/sp8+1+oc9C1uZGzY/D/R7LwvdeH4Gm+x3bbpv3vJPHIPboPyrnf+FIeHf+elz/38q0fjF4b/AOeWp/8AfiP/AOOUf8Lk8M/88tT/AO/Uf/xytI5HxPSbtTmr6v1J58P3RAnwQ8NpJlprll9PNxWrrnww0XXXtWuWuVW1gSCNUl4CL0AH9aof8Lk8M/8APLU/+/Ef/wAco/4XH4Y/54an/wB+I/8A45Q8m4oclN053W3zDnw/dHa6NothoelW+n2UCrbwLtUdT1yST3JJJrn/ABN8NdE8Vakl/d+csyxhMwttBAJIyPXk81lf8Li8Nf8APDU/+/Mf/wAco/4XF4a/54an/wB+Y/8A45WFPhviKnU9rCjNSfXrqU6lBq3MjYv/AIeaPfeFrbw+32lbK2lMsQ80kgnPUnr94/nV/wAJ+ENL8IWssWmq379g0ju5YkgYH06mub/4W94b/wCeGp/9+I//AI5TD8YvDf8Azw1P/vzH/wDHKupw5xJKm6c6U+Vu7XdiVShe6kjX8VfDvR/Ft/Fe33mrMkezfE2MjJIB/M/nVjR/A2l6FoF5pFo0/wBnvVKzZlJPIwSPQ4449BWB/wALi8N/88NV/wC/Mf8A8cpf+FxeG/8Anhqv/fmP/wCOUv8AV/iN01S9lLlWyuHPh735kaHhv4Y6F4a1ZdTtPOa4TKxl5MgbgQePoTT/ABN8ONG8U6supX7T+dtEXySEDAzge3U1mj4weGv+eGp/9+Y//jlJ/wALh8Nf88NV/wC/Ef8A8XVf2BxL7X2zpz5rWvfW3YXtMPa3Mju7OwtrDSoNNhXbbwxCKNG5+UDABJ68CuG/4U74Z/tP7X+/2+Zv8sSYXrnH09qb/wALi8Nf88NT/wC/Ef8A8cpP+FweGv8Anhqv/fiP/wCOVnR4e4iouTp0pq++u43Vw73kj0K4ghu7Z7edVaJl2spHBHpXm+ofBPw7d3TzQyXNsrNnZG4I/DOcCpv+FweG/wDnhqv/AH4j/wDjlH/C4fDf/PDVf+/Ef/xyjDcP8RYW/saUo3FKrh3vJEmk/B7wvpsyzTRSXbL2uGBX8QOD+Nd3HHHbwpFAqrGq7VVRgAewrgP+Fw+G/wDnhqv/AH4j/wDjlH/C3/Df/PDVf+/Ef/xyliOHeIcS71qUperHGth47SR3pJpOa4L/AIW74a/54ar/AN+I/wD45R/wt3w1/wA8NV/78R//AByuf/VLOv8AnwzX65R/mR3vNFcF/wALc8Nf88NV/wC/Uf8A8XRR/qlnX/Phj+uUf5keF4ppp+Ka9f03KVlc+eTH2VpLqF7BawLumnkWOMdMsxAH6mvRv+FE+L/72n/9/wA/4VifCzT/AO0viRo6Ou5YpjO3tsUuCf8AgQUfjX1lXy2bZnVw1WNOlba7uvP/AIBrCNz5H8WfD7W/Btrb3WqpB5NxIYleKQuN2MgHIGCQDj/dNcjX2L4x8OQeLPCeoaPJtVpo/wBy5/5ZyLyjfQMBn2yK+QJYZ7eea3uY2iuIpDFMjdVYHBB/EVplOaSxTcKtuZaq3VDlCx0/hP4e634ytri40vyPLgkCMZpCmSRnjg54/nXR/wDCivF//UN/7/H/AOJr074I6f8AYvh3FcfxXlxJPz6DCD8Pkz+Ndb4v1L+yPBmtagv34LKV17fNtO39cV52LzrE08ROFO1k7bdtCowVj45O3zHXcrbWK5HIOPSvR4fgf4ruIIpV/s9VdQ2GnIIyM8/L1rhfC2mjUtc0rT2Td9puI0b6M4H8s19q+ldmZZrXoU6XLbmkrvTvYiMU2z5n/wCFFeMP72n/APgQf/iaP+FFeMP72n/+BB/+Jr6C1jxHo3h/yf7X1S1sfPz5PnyBd+3G7GeuMj8xWb/wsXwb/wBDNpv/AIECvMWeYx7W+405EeID4F+MP72n/wDgQf8A4msHXfh5rPh/WdI0q7ktvtWqSeVboshYZ3BeTt4GWH619G/8LF8Hf9DLpn/gQK8d8Z+I7HxF8bPDMumXcdzZWTWyrJGdylzNlsH6FR+FbUM3x05ctvwJcIpXKf8Awozxf/1D/wDwIP8A8TXKeLfBmpeCrm1t9U+zeZdKzR+XIXyFIBzwMdRX2D2r56/aK/5D/h3/AK4S/wDoQpYfPMTUrRhOzTaWw3TR5v4f8P3/AIn1mLStNjVriXc3zkhVCgkknHA4/Mgd67b/AIUX4w/vaf8A9/2/wrtvgV4X+xaNceILmP8Af3n7qDcORCp5I/3mH/jor2GtcfnNWniJU6NrLTbr1JjTTV2fHnifwnqXhDU4NP1RoPOmj82Py3LgjJHXA54NReHPDWoeKtZ/szTVja58tpGMjbVCrjJJwe5A/GvRP2iodmv+Hbj+/DKn/fLKf/Zq6P4D+H/s+jXviCZf3l6/lRFv7inkj6tkf8AFdNPN5vASqyS5k7LzJdNc1jiv+FGeMP72n/8AgQf/AImuG1/Rbnw5rk+j30kDXUO3zBAxYDcoYDOBzgj86+vNc1a20LQ73Vbv/UWkLSt/tbRkAe5OAPc18z/DvwxP8R/GV5e6pIz27SG5vnXI37mJCA9RuOfoqn2rkwecV5zbq25Um3p+XqypUkloY/h/wfr/AInf/iV6fLLGrYaRsJGp9CxwM+wya7i3+A3ieVd09/psXt5juf0UD9a+gbOzttPtYrSzgjgt4l2xxxqFVAOwArzrVvjf4W0zVp9Pjh1C+MEhjklto18vcCQQCzAnBHUDB7E1lLOsXWny0I27K12P2UVucDcfAbxPEu6C90uf28x1P6rj9a4PXfDereGr1bTVrGSCRsmPOCJAOpUjg9R06ZGa+tND1qy8QaTBqeny7reYfKSMEEHBBHYggisb4kaBB4i8Dapbyxq00ED3Nq/dJUUlSD2zjafYmlRzzE058tZJ91azQOjF7HydmlzUUb+ZCretSZr6yDU0pLZ6nNYXNFJmir0FYVzTMU7FJiqcrhc9Z+ANgZvE2pag33be0Ef4uwOfyU/nX0OK8l+Amn/Z/Cd7qDL811dbVPqiKAP/AB4tXp+pXiabpV5fSf6u2heZvoqkn+VfCZvU9pjJ+Vl93/BOyn8Jbr5t+OPhX+yvFMWvW0f+iap8s2OizqP03KAfqGr1j4W+LW8W+CrW4uZN1/b/AOj3WTyWUcMf95cH659K2vF/hi08X+HJ9HvPlV2V437oynII/UfQmuTDV5YatGpbVPbuimrqw/wdp/8AZng3RrJl+aK0j3f7xUE/qTXHfHbUhY/DC4t/4r+5itlx7NvP4YjI/GvTcV4T+0TqG9/DulK33mkuZB9MKv8ANqUE69ZLrJ/mw2RyHwb003vxJsu8dmkk7fgu0f8AjzCvqavBf2fdO36hq+psv3IUgU/7zFmH/jq171XoZ1UUsW4rokiKfwnkvxV+H3iDxvrmmzadJZpZWcDL++lZWLsfmwApGMBec+tcR/wobxX/AM/emf8AgQ//AMRXrV78VvBVhqFxY3Os7bi3kaKZFtZm2spIIyEIOCD0NR/8Lj8Cf9Btv/AK4/8AjdRg8VjaFPloxdm77XHJJvU8fv8A4K+JdK0261C5vdPW3tYWnkImbhVUk/w+grjfC8q/8JTpEqtu23kJ5/3xXtPxD+KPhnVvAOrafomptcX91GIo4/ssyZDMA3LKB93d3rw3Q38jWtNP/TaL9GFfQZbi8VWVSOIVlbtbV3MppJaH2t6V4Z8ZNGn1/wCIvhHSbb/WXKum7+4u4Fm+iqCfwr3MdBWQ+i28niaLW5fmmgtjbQ/7G5tzH6nCj8/Wvjac3Tmpx3TuvU6C5p9nBp2n29jbR+Xb28axRp6KowP5UtneW2oQfaLaVZY/MeLcvTcjMjD8GVh+Fc38RvFK+DvBt7qaOq3bL5FqD3lbIBx32gFvoprL+C0zS/C3TRK+6SOScMTycmVm59/moak05fewOW/aA02fUH8J/Zk3TNePbRj1aTZtH5rXq+g6TDoWhWWmQ/6u1hWLPqQOW+pOT+NM1XRINWv9Iupv+Ybcm5VSPvMY2UfkWDfUCtTIUfN90dzVe0l7P2fS9/mK3U8Y/aA8SeTpNh4Xtm/fXzCedfSJT8uR6Fhn/gBpv7Pc9t/ZutW6/wDHyssbN6lNpC/kQ3515J408Rt4r8calrG4tb+Z5Vr7RLwv0yMt9Saj8O+ItR8MatFqWlz+XOvDBhlXU4yrDuDgfkCMEV9HgMrdbL5WdpTenotr+plKVpH2XXlGtfAzw7qE8txp9xdabJK2/wAtMSRKTycKeR9N2PSl8P8Axx0G/RU1mGbTZv7xQyRE+xAyPxH416FpevaTrSE6bqlpd7fvCGUMR9QDkfjXjOjjMBPms4vv0+/Y0vGWh5G3hD4m+DNK+xeGdWgubBWZ9kEMfmZPU4kU+nQMa891H4i+OX+0WOoazdxtzFNC8EcZGRgqQFBHWvrKvG/jx4atJfDsXiWKJVvbOVIpnA/1kTHAB9SGIwfc114bMKU6v+00077u2vzE4u2jPn9FVU2r92nUwmlzX2UYqMeWOljnsOzRTc0VQWJ8UYqTFPt7aW7uUt4l/eOwVfqxCj9TWfMktTC59T/DLTf7N+HWixH70kHnn/toS/8AJgPwqp8XtT/s34Xa26/fnjW2X33sFP8A46W/KuytLZLOyt7WP/VwxrGv0UAD+VeP/tD6hs8O6PpQb5rq9M2M9VRSDn2zIPyr88k3WrN9ZP8ANno7I4b4P+JP+Ed8VQWs0m2yv1WCb0D5+Rj9GJX6E19Q18SEfPX1X8OvE/8AwlXhC1u5X3XcX7i69fMUD5v+BAhvx9q9zPMGoKNaG2z/AEMaNS+h2FfLnxo1H7f8Up4f4dOtY4PbJG84/wC/mPwr6jzXxp4k1D+1fGWualu3JcXsu0/7KsQP/HcV5+UU+fFwfbU0qO0T334G6f8AZfAH2j+K8uXkz7LhR+qn869LY7U4XdjsK5/wLp40rwNotpt2stojSL6Ow3N/48TXR/jXNjKntMROfdscVZI+Upfhh49u7y6vrjQZfOupXlk/fxdWOT/F6k0z/hU/jj/oBTf9/wCL/wCKr6wzRkV6FDO69GmqcYqy8n/mS6abufImq/D7xRoWmy6hqWlG2s4ceZKZUIGWCjo2epA/GuctpfKuopf7sitn6EGvof4/ag1p8PYrJCN1/exxN/uqC5P/AH0q/nXzqRXu5Zj6uMjN1IpW7fP1Mpx5T7hHQUtRo4ZFauf8beJY/CfhDUNYk2mSJMQof45Twg+mSM+wNfFa3Ok8H+N/iX+3vGaaLbS7rPSlxIFPDTNy31wNq+xDetek/AmfzfAVwjf8sr2RfwKo39TXzcHkuHlurlmluLiQySOepJOST7kkn8a+gP2fp92haxb/ANy5R/8Avpcf+y19BWwnsMru17zab/JL8TJSvM9jrz34xeJv+Eb+H12kTbbrUP8AQ4cdRuB3t+ChufUivQc18vfGrxH/AG749/s+Nt1ppCmL2MpwZD+YVf8AgBrw8PRdarGnHds0btqcp4Psba78UaRY3sXmW8t3FFMmSMhnAIOOcc4r6ig+G3g63Hy+HrE/76b/AOZNfJsDy286TQM0ciMHjcdQQcgj8RX1L4K+Imk+KrC3VrqCDU9oWa1dtpLDqUB+8D146d6+kzqhXpQhKldQStp09bGUGnueefGzwdFp9rpep6JpMMFjF5kd59lt1GM4Ks2B04I3Hpx615l4Z0/WtQ1+1i0FZvt4kDRvHkbOerMOijuTX2RUaxxRfdVV+gxXBg87q4ejKlJc19m3t8uxUqaYRhxGu5tx28npk15D8f8AXo7Twna6Ej/6VqM4dk/6ZIckn0+bbj6H0rpfF3xV8O+FYJY0uU1LUhnZZWsgY5/22GQg5HXn0Br5r13XtR8S65ca1q0m66l4VRnbEo+6ijtj+pPUk1y4DA1MVVVl7vV9CpSsZRpKfRX3y0MBlFPop3AvrGz/AHasCJUhfd/wKn2w+R6W4+5/vVitFc85zu7GcYYf4o1/ECjyo1+7Gq/gKlxRis+WN72NecjxSFFb7yq31GakxRiqtzBci8mP/nnH/wB8ilVFX7q7f9wU/FJikoxXQrnI/KjbrGo+oBpvlRf3I/8AvmpsUYo5IvdD52Q+VF/cj/IUeVD/AM81/wC+alxRij2cOxSmyIxRr92Nf++RRipKMVcVGPwoOcjCK33o1/EA03yk/wCecf5CpcUYpOEXq0HORYoKq/3lp+KeIWq0rhzESwK3/LNf++RUhijXoqr/ALi1NtoxWsacF0J9oR4qJ1qxikxWj1BSLNrrer2ibLbVbyBV+6I7l0A/AGob/VdTvk2Xd9fXMbfwT3Ejj8iTUeKZJHXNLC0HryK/eyuWqjK6hV+6v/fFLTsUYoSS2LuMxSYp2KMVQXG4op2KKB3OghX9ytV7k75v92hZWT5VaoyK527nlxVncbim4p+KMUjS4zFG2n4oxRcq5FspMVLijFO4kyLFJipMUYouVcjxSYqXbTdlO4+YZikxT8UYpj5hmKAu96dipIR89C3G5WQ9Y9n3aMVY203bXRcw5iHFJip9tM207j5iLbSbam20m2ncrmIMUmKmxRincrmKTrsemYqzOPuVHisHozVSuiPFJUmKbilcq43FFLiimFzVxTMVKVpMVxnn3GYpuKlxRincdyPFGKftpuKdx3GYpMU/FLii47keKMU/FJiqC43FJipMU3FK47jcU3FSYpMVQ7jcU6EfvloxUluVR/mpp6ib0LG2k20x7n+6tMeZn/2a050ZqLJCKAN/3aqEUsZ2vSVQvlLW2k205Dvp2KtMi5DtoIqQiqsr7/u/do5rFx1IZDveo8VJikxWdzouMxRinYpQtMfMMorrf+Ffaz/zworH6xT/AJkVaRq/EXw7L4e8YXXy/wCi3jNc279sMcsv1ViRj0K+tciRX1R4l8OWHijSXsL1P9qOVPvRN2YH+nevBfEfw88QeHZm3WjXdp/DdWyFxj3Ucqfrx7mvEy/MIVKapzdpLT1M8ThpRlzR2/I4/FLinZWk+X+9XrnFqJim4p3y/wB6k+SgeomKMUvyUvy/3qA1GYpcUfLR8v8AepjExRil+WjK/wB6mMZijFPyv96kytO4yPFLin/L/epPl/vUXDUjxRipPl/vUz5f71UVqNxRinfL/eo+X+9SGSQyrF95fvVJ58dRIFd1+ZfvetTXBgX5F27vUVSZEkrkMk2/5Nu2ocU75f71J8v96hs0StsNxSYp/wAv96lUb/u0DvYi210vgfwzJ4p8U2tpt/0VW826PYIp5z9eFH1q94b+Huu6+6eVYtFbt965nBRAPUZ5b/gOfw61734R8IWHhDS/sloPMmf5prlwA8h7fQDsO3uSSfLzDMqdCDjB3m+i6eb/AMjooUnN3e35nQ+TH/zzX8hRUlFfI8zPSsgpG6UUUuonscN4h/5CTVkUUV7NP4Ecb3CiiirGFFFFABSUUUAFFFFABRRRQMKKKKBiUUUUxiUtFFABSUUUEhRRRTLQVqaF/wAf8X+9RRUz+Fie6O/XpS0UV4fU6FsLRRRQM//Z)

What’s New?

A Deep Dive into What News Articles are Talking About

Adrianne Van

Brian Vennemann

Andrew Taylor

Nick Videtti

IST 736 Text Mining Final Project

Spring 2023

Adrianne Van ([pvan01@syr.edu](mailto:pvan01@syr.edu))

Brian Vennemann ([bvennema@syr.edu](mailto:bvennema@syr.edu))

Andrew Taylor ([ataylo27@syr.edu](mailto:ataylo27@syr.edu))

Nick Videtti ([nvidetti@syr.edu](mailto:nvidetti@syr.edu))

IST 736 Final Project

Text Mining on News Articles

NewsAPI, Document Vectorization, Naïve Bayes, Decision Trees, and Support Vector Machines

June 2023

|  |  |  |
| --- | --- | --- |
| What’s New? A Deep Dive into What News Articles are Talking About | | |
| **Introduction** | In the world today, even instant information doesn’t seem to be fast enough. Social media, phone applications, texts, emails, and notifications have given and continue to give an extremely high standard for speed and convenience that is often-times an unreasonable expectation. Waiting for a web page to load on dial-up internet 20 years ago took minutes, but now anything more than a few seconds will usually indicate some sort of technical error or limitation. Slow information is not much better than no information at all in today’s world. Lack of immediate information can and will give anybody a significant disadvantage over those with immediate information. Every aspect of life has been affected by this phenomenon, even the once-almighty newspaper.    While it may not always seem like it, given the continuous decline of the once abundant newspaper, there is exponentially more news than there has ever been in history. This is mainly because the internet has taken over as the main platform for delivering news, which allows for a seemingly unlimited amount of news sources and real-time updates to any story. It is no longer the only option to rely on a handful of publishers selling daily newspapers at the stand or on the shelf with only a dozen pages. In fact, those who still use newspapers as their main source of news are, ironically enough, less informed than those who embrace the real-time news that is all over the internet. Instant news from all over the world is available at any smart phone owner’s fingertips, and being the first to report a story is as important as ever to the prestige of news sources.    Unfortunately, all ground-breaking technologies and/or services result in some people looking to exploit them. In the case of news, this means the spread of false or biased information, which is often used to manipulate or persuade people into believing false narratives. There are also satirical news sources that are not malicious but are sometimes mistakenly interpreted as real news. All of this can change the opinions and values of society, which is extremely dangerous when it is not based on undisputed facts. Because of this, it is as important as ever to be informed about which news sources are reliable, what the reliable news sources are talking about, and what the overall sentiment of the news is.    Something that the internet has not changed in the world of news is the importance of keeping up with news itself. Regardless of the volume and frequency of information, the news tells the reader about the world around them. This may sound obvious, but it is a powerful statement, as many do not appreciate the importance of this. From something as relaxed as conversations with friends to something as serious as a job interview, not being up to date on the news can make a person seem like they are out of touch or intellectually inferior, whether that is actually true. Having a feel for the state of the world can also better prepare somebody for the world so they are not blindsided, or simply left behind, by society. Ignorance is not always bliss.    To gauge the topics and the overall sentiment of the news, many online news articles will be analyzed from a reliable source, NewsAPI. NewsAPI is a place to find many news articles from many different reliable sources. While these may not all necessarily be free of bias, they should all be factual and a good representation of news and the world. There will be some research into article topics, article sentiment, and what is being talked about in each topic. |
| **Analysis** | **data preparation and cleaning**  The data preparation and cleaning process utilizes an assortment of user-defined functions:   1. data\_pull(apikey, topic, date\_start, date\_end) 2. VectorizeModelCrossVal(dataframe, text\_column, label\_column, cross\_val\_folds = 5) 3. VectorizeLDA(dataframe, text\_column, n\_grams = 1, tfidf = False, boolean = False, vec\_in\_title = False, title = 'LDA Model Topics', LDA\_topics = 5, top\_words = 15) 4. wayback(x) 5. vader\_sentiment(text) 6. categorize\_sentiment(sentiment, neg\_threshold=-0.05, pos\_threshold=0.05)   News articles will be pulled from NewsAPI using a Python user-defined function, *data\_pull*. The function will have parameters for an API key to access the API, topic so that specific topics can be queried from the API, and two other parameters for the start and the end of the desired date range. The function reads in news articles based on the aforementioned parameters and cleans the data as it comes in. Regular expressions are used to remove numbers and special characters and then the data is appended to a CSV file with data for two columns, one for the topic and one for the article itself. The *data\_pull* function works in tandem with *wayback*. *Wayback* takes in a topic and applies a 30-day filter to utilize the *data\_pull* function to retrieve 30 days' worth of articles on the specified topic. The resulting data frame from the data pulled from NewsAPI is seen below in *figure 1*.    Figure 1 - News Topics Data Frame  First, the text data will be manipulated and further cleaned. This will include three major steps. The first step is to use NLTK’s word tokenizer to split the text into words. Once that has been done, the words will be cleaned. Cleaning will involve including only phrases without numbers, excluding NLTK’s English stop words, excluding any phrases without letters, converting all words to lowercase, removing words that are three character and less, and stemming words using NLTK’s PorterStemmer. The final step will be to combine all the cleaned words into a single string that can be used as the new text column. The cleaned data set can be seen in *figure 2* below.    Figure 2 - Cleaned Data Set  Next, the text data will be vectorized and then joined with corresponding labels. This will be done using four different vectorizers: CountVectorizer, binary CountVectorizer, TfidfVectorizer, and binary TfidfVectorizer. The result is 4 different vectorized data frames, each of which will be used in 6 different algorithms, except for one algorithm. Bernoulli Naive Bayes requires Boolean or binary vectors, so only the two binary vectorizer data frames will be used for that algorithm. The other five algorithms will be Multinomial Naive Bayes, Decision Trees, Support Vector Machine with a RBF Kernel, Linear Kernel, and Polynomial Kernel.  Each of these models will generate metrics for minimum accuracy, maximum accuracy, and average accuracy across the cross validation. For each model, confusion matrices will be generated. Lastly, the best model, based on the average accuracy metric, will be displayed. In total, this function will create 4 vectorized data frames, 22 models, 66 metrics, 22 confusion matrices, and one result for the best model.  Preparation of models will be executed utilizing the *VectorizeModelCrossVal* and *VectorizeLDA* functions. Data in the form of a Pandas data frame will be passed into *VectorizeModelCrossVal*. Other function parameters will include a name for the column containing the text, a column containing the label or what to predict, and the number of folds to use in the cross validations that will be used to test the models for accuracy. The cross-validation folds parameter will be defaulted to 5, or in other words, 5-fold cross validations.  *VectorizeLDA*, will create a Latent Dirichlet Allocation (LDA) based on the data frame that is fed in. Other function parameters will include the column name for the text data, and number of n-grams to use during document vectorization. These parameters determine whether to use TFIDF or Boolean vectorization, vectorizer type is included in the title of the visualization, the title of the visualization, the number of topics to generate, and the number of words per topic. All these other parameters are optional except for the text\_column parameter.  First, the data will be cleaned the same way it was in the *VectorizeModelCrossVal* function, but will also exclude the phrase “char”, which seemed to be highly prevalent but useless in the results during testing. Once the data is verified clean, a vectorized data frame will be created using the specified vectorizer. From there, LDA will be performed on the data and a visualization will be created based on the parameter choices for the title, number of topics (default of 5), and words per topic (default of 15).  The sentiment of the article will also be recorded but will need to be created since it is not pulled from NewsAPI. Through a combination of *vader\_sentiment* and *categorize\_sentiment*, the sentiment will be scored (employing NLTK’s VADER Sentiment Intensity Analyzer) and then categorized for analysis. Scores greater than 0.5 will be considered positive, scores less than -0.5 will be considered negative, and all scores in between will be considered neutral. The NLTK VADER sentiment analyzer factors both polarity (negative or positive) and the intensity strength of each word and emotion. The model utilizes its dictionary to map and score the sentiment of the text. The data frame, in *figure 3* below, reflects the sentiment polarity scores and sentiment determined for each article assigned from the NLTK Vader function.    Figure 3 - Sentiment Data Frame  **data exploration**  Once our finalized labeled data frame was created, it is time to explore the data and topics through word clouds. A for loop is used to create a word cloud for each topic of interest, as seen in *figure 4* below. Each topic’s data was placed in a data frame and then plotted. The resulting word clouds are depicted in *figures 5-9* below.  A screen shot of a computer code  Description automatically generated with low confidence  Figure 4 – Word Cloud Generation  *Figure 5* contains the most common words for the politics topic. Words such as election, political, government and party are common when discussing politics. The words American, Congress, and Biden hint that the dataset skews towards more American news, even when efforts were made to include as many international sources as possible. This may be a limitation of the NewsAPI dataset due to the limited number of well-known foreign news organizations that publish news in English.    Figure 5 - Word cloud of Topic: Politics  *Figure 6* on the following page is the word cloud of the health topic. The two most common words were mental and world. This could be attributed to the current mental health crises that are affecting western nations as well as the remnants of the coronavirus pandemic. ‘World’ could also be related to various initiatives by international health organizations such as the Red Cross and the World Health Organization.  A picture containing text, font, screenshot, graphic design  Description automatically generated  Figure 6 - Word cloud of Topic: Health  *Figure 7* is the word cloud of the sports topic. Some expected common words include game, team, final, series, betting, and league. There are surprising common words that would expand across all news article topics, such as will, one, new, first, time, etc. The words that are expected under this topic would describe sport team names, games being played, activities in recent games and major sport leagues.    Figure 7 - Word cloud of Topic: Sports  *Figure 8* on the following page is the word cloud of the weather topic. Some expected common words include temperature, wind, storm, summer, forecast, sunny, hot, rain, etc. The words that are expected under this topic would describe the seasons, temperatures, climate conditions and updated forecasts.    Figure 8 - Word cloud of Topic: Weather  Figure 9 is the word cloud of the climate topic. Some expected common words include climate change, powered, liter, temperatures, etc. The words that are expected under this topic would describe the long-term changes to weather patterns and atmosphere and the factors that are influencing these changes.  A picture containing text, font, screenshot, typography  Description automatically generated  *Figure 9 - Word cloud of Topic: Climate*  **models and methods**  Support Vector Machine (SVM) (linear (lin) / radial basis function (RBF) / polynomial (poly)), Multinomial Naïve Bayes (MNB), Bernoulli Naïve Bayes, LDA, and Decision Trees were selected for this analysis. SVM is a deep learning algorithm that processes and sorts the data into the two subgroups by analyzing patterns and applying hyperplanes to differentiate the groups. Naïve Bayes applies conditional probabilities and assumes each parameter (tokenized words) are independent of each other to attempt to classify the movie reviews. Bernoulli applies Boolean logic to the parameters to develop a distribution across the reviews to attempt to classify the reviews. Decision trees attempt to classify the data by analyzing all possible outcomes of a decision using a Boolean approach of whether an event took place. Everything is stemmed from the root word (word the algorithm deemed most important) and branches off into level after level of leaves. All these models are supervised due to the use of the labels and are fed the training data (via k-fold cross validation, where k is a function parameter) to train each model.  **TRAIN/TEST CODE EXAMPLE – Multinomial Naïve Bayes with Count Vectorizer**    LDA is an unsupervised algorithm that takes a Bayesian approach to apply probabilities and conditional dependencies of unobserved groups to classify and group text into topics. The model was then built to create five unique topics from the cleaned data and find the top 15 words for each topic.  **TRAINING CODE EXAMPLE – Latent Dirichlet Allocation**    **ANALYSIS GOALS**  The first goal of the models listed on the following page is to predict the news article topic based on the text of the articles. The models will categorize the article into one of the following topics: politics, climate, health, sports, and weather. The model with the highest accuracy will also be reflected in the results. Given the prediction results of the model, the text of the articles will confirm if specific words or combinations of words are typically utilized to discuss each topic. The second goal of the models is to predict the sentiment of each news article based on the text of the articles. Based on the words utilized, can the models accurately determine if the general sentiment of each article is positive, negative, or neutral?   * Support Vector Machine (SVM) (lin / RBF / poly) * Multinomial Naïve Bayes (MNB) * Bernoulli Naïve Bayes * LDA * Decision Trees |
|  |  |
| **results** | **technical results**  **TOPIC PREDICTIONS**  All models, *figures 10-22* below, were based on 5% of the total data set due to memory allocation issues and generally had a low prediction accuracy of news article topics. The accuracy for all models ranged from approximately 25% to 30%. The SVM (RBF Kernel) with the Boolean TFIDF vectorizer had the highest accuracy of 28.6%. The models particularly didn’t predict the climate and weather topics since both topics are discussed interchangeably. Weather changes are frequently discussed to describe long term impacts to climate and vice versa. The word clouds earlier and sentiment analysis also showed common words that all topics shared, which most likely factored into the low accurate predictions of the topics. The positive and negative news articles also contained many neutral words that would have influenced how the models were predicting the topics.    Figure 10 - Bernoulli/Boolean Topic Results    Figure 11 - DT/Boolean Topic Results    Figure 12 - DT TFIDF Topic Results    Figure 13 - DT Boolean Topic Results    Figure 14 - SVM RBF/Boolean Topic Results    Figure 15 - SVM RBF/Boolean TFIDF Topic Results    Figure 16 - SVM Lin/Boolean Topic Results    Figure 17 - SVM Lin/Boolean TFIDF Topic Results    Figure 18 - SVM Poly/Boolean Topic Results    Figure 19 - SVM Poly/Boolean TFIDF Results    Figure 20 - Topic Model Accuracy Summary    Figure 21 - Topic Model Summary Statistics    Figure 22 - Best Topic Model  **SENTIMENT PREDICTIONS**  The sentiment models, *figures 23-35* below, had a higher prediction accuracy range than the topic models. The accuracy range for the sentiment predictions were 39% to 42%. The SVM (RBF Kernel) with the count vectorizer had the highest accuracy of 42.4%. The low accuracy across the models is most likely driven by individual words that could be positive or negative. Certain words individually can provide false negatives or positives. The accuracy of the sentiment predictions could be improved next time by integrating bigrams or ngrams.    Figure 23 - MNB/Boolean Sentiment Results    Figure 24 - MNB/Boolean TFIDF Sentiment Results    Figure 25 - Bernoulli/Boolean Sentiment Results    Figure 26 - DT/Boolean Sentiment Results    Figure 27 - DT/Boolean TFIDF Sentiment Results    Figure 28 - SVM RBF/ Boolean Sentiment Results    Figure 29 - SVM RBF/ Boolean TFIDF Sentiment Results    Figure 30 - SVM Lin/Boolean Sentiment Results    Figure 31 - SVM Lin/Boolean TFIDF Sentiment Results    Figure 32 - SVM Poly/Boolean Sentiment Results    Figure 33 - SVM Poly/Boolean TFIDF Sentiment Results    Figure 34 - Sentiment Model Summary Statistics    Figure 35 – Best Sentiment Model  **LATENT DIRICHLET ALLOCATION**  The LDA model summary, seen in *figure 36*, reflects five general topics the model identified based on the news articles. However, the topics are not quite aligned to the actual news article topics and the same words are categorized across the LDA topics. Topics 1, 2, 4 and 5 all have weather, health, and sport. Topic 3 is the only distinguished topic with words that are mostly associated with technology.    Figure 36 - LDA Topics  **Sentiment Analysis**  Based on the sample data set of the news articles pulled, *figure 37* depicts that there is nearly an equal number of positive and negative news articles across all topics. Less than a quarter of the news articles are categorized as neutral.    Figure 37 – Total Sentiment Analysis  As seen *figure 38* on the following page, the sports topics had the highest number of negative news articles compared to the other topics. Health has a nearly equal ratio of positive and negative sentiment. Weather has a slightly higher number of positive news articles, but the topic also has a nearly equal number of negative and positive sentiment. Politics has a slightly higher number of positive than negative sentiment. Climate is the only topic that surprisingly did not share the same sentiment metrics as weather and other topics. Climate had a nearly equal amount of positive and neutral sentiment and the least amount of negative sentiment. Overall, the sentiment ratio between positive and negative is expected to vary across all topics depending on current events and issues.    Figure 38 - Sentiment by Topic  *Figure 39* below shows the most common words in positive news articles. The expected common words for positive articles are good and like. However, breaking, free, time and year are some of the highest common words for positive articles and could be considered more neutral. Due to a higher number of these neutral words, this will influence the model’s sentiment predictions since these words can contribute to positive or negative sentiment.    Figure 39 - Positive Common Words  *Figure 40* on the following page shows the most common words in negative news articles. The expected common words for negative articles are abuse, spam, fraud and warning. However, words including, data, services, protect, track and maintain are some of the highest common words for negative articles and could be considered more neutral. Due to a higher number of these neutral words, this will influence the model’s sentiment predictions since these words can contribute to positive or negative sentiment.    Figure 40 - Negative Common Words  *Figure 41* below shows the most common words in neutral news articles. All common words listed below would be expected under neutral articles. The most common words in neutral articles are powered, finished, speed and liter.    Figure 41 - Neutral Common Words |
| **conclusions** | Determining the inherent topics of articles through algorithmic means is a challenging proposition and as shown in this study can be error prone and produce results no better than flipping a coin to guess the topic. One of the reasons theorized is the shared patterns used in the English language. Words and sentences can have wildly different meanings based on the context in which they are used. The good news is that consumers still retain the most powerful tool to parse through garbage articles for more relevant ones. That tool is our innate ability as human beings, and more specifically, our mastery of the English language, to understand that context matters when reading about an event. This context can be found in the article or by combining knowledge from several different topic areas to arrive at a conclusion that provides the most information for lifestyle or policy change.  The importance of the context of an article must be carefully considered, especially when readers are asked to feel or act in a particular way. With such articles, it is imperative that readers have access to as much external information relevant to the topic. This provides an opportunity for news aggregation sites to improve their audience retention and gain new ones by building a reputation of strongly supported well researched, and contextualized articles. One example could be a news article on a climate topic that provides links throughout the article to articles on the political and societal effects of any personal or political action taken in support of or against the area of concern. If a reader is reading about new carbon capture storage breakthroughs, the site could provide links to articles on policy changes that incentive such a technology or the inherent dangers that may come with fielding such new technology.  Although algorithmic tools failed to provide a clear solution for topic delineation, they must still be considered for other aspects of the new aggregation process. The biggest place they can have an impact on is in the process of providing relevant subtopics or related topics that provide additional context on an article. With new tools such as ChatGPT, analysis of large data sets has been made accessible to those without the resources to invest in the infrastructure to support their own models. However, as found in this analysis, users must be wary of the results produced by these models and must always be alert to inaccuracies and falsities.  Furthermore, sentiment is significant to understanding and even shaping the public’s general opinion of various topics in the news. The sentiment of a topic is partially determined by whether the current event and issue itself is positive, negative, or neutral. However, the news media can use sentiment to influence the public’s perspective or opinion of current events and issues in the news. Since the news contains a varying degree of bias depending on the news source, readers should seek articles from multiple news sources to understand the general sentiment of the topic. A general sentiment shared within the public can impact the people and entities being discussed. |
|  |  |