数字图像处理课程设计
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**摘要** 特征上采样是许多现代卷积网络架构中的关键操作，例如特征金字塔。它的设计对于密集预测任务至关重要，例如对象检测和语义/实例分割。在这项工作中，我们提出了内容感知特征重新组装（CARAFE），这是一种通用、轻量级且高效的运算符来实现这一目标。CARAFE有几个吸引人的特性：(1)大视野。与之前仅利用子像素邻域的工作（例如双线性插值）不同，CARAFE 可以在大的感受野内聚合上下文信息。(2) 内容感知处理。CARAFE 不是对所有样本使用固定内核（例如反卷积），而是启用特定于实例的内容感知处理，从而即时生成自适应内核。(3)轻量级且计算速度快。CARAFE 引入的计算开销很小，可以很容易地集成到现代网络架构中。我们对目标检测实例/语义分割和绘画的标准基准进行综合评估。
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特征上采样是深度神经网络中最基本的操作之一。一方面，对于密集预测任务中的解码器（例如超分辨率 [7, 20]，图像修复 [13, 32] 和语义分割 [43, 5]），特征图通常会被被上采样以匹配高分辨率监督。在另一方面，特征上采样还涉及将高、低分辨率的特征图相互融合，这在许多最先进的架构中被广泛采用，例如，特征金字塔网络[21]、U-Net [34]、堆积沙漏[29]和HRNet。因此，如何设计有效的特征上采样算子成为一个关键问题。

最广泛使用的特征上采样算子是最近邻和双线性插值，它们采用像素之间的空间距离来指导上采样过程。然而，最近邻和双线性插值只考虑子像素邻域，未能捕捉到密集预测任务所需的丰富语义信息。自适应上采样的另一条途径是反卷积[30]。 反卷积层作为卷积层的逆算子，它学习一组与实例无关的上采样内核。但是，它有两个主要缺点。
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首先，反卷积算子在图像所有位置上应用相同的卷积核，忽视了图像中重要的内容，这限制了它处理局部变化的能力。其次，使用大尺寸卷积核时，参数数量与计算量会大量增加。这使得其难以覆盖小邻域外的更大区域，从而限制了其表达能力和性能。

最近，一些工作提出了生成式的上采样算法，例如xx。虽然这样的算法在性能上取得了一定的提升，但是也受到了一些缺点的限制。第一，在生成图片时，自生成算法将原图生成的特征重新排列为空间块来完成特征上采样，而每个空间块内忽略了局部像素的位置关系，这会造成上采样图片的空间关系不匹配。第二，此类算法的计算量与感受野成平方关系，这导致感受野依旧被限制在一小块领域范围内，对性能提升造成了阻碍，在处理高分辨率图片时影响尤为明显。第三，在进行高比例上采样时，算法中需要生成的参数也会激增，导致对计算能力的要求攀升，影响了实际的应用。

在这项工作中，为了克服这些限制，需要寻找一种全新的特征上采样算子，能够满足以下的要求：1)兼顾全局与局部信息，2)根据当前的数据自动生成，3)建立通道信息相关性，4)保持计算效率。为此，我们提出了一种轻量但高效的全新方法，称为Rezolution。不同与上述的生成式算法，该方法考虑的是如何对双线性插值上采样的图片进行后处理精调，从而修正需要关注的重点。

在我们看来，我们进行的后处理本质上是对上采样后的图片进行特征锐化操作。对于传统的双线性插值方法，它被广泛使用的原因在于能够高效完成上采样计算，并且保留图像的空间关系。但是就像上述提到的，双线性插值只考虑子像素邻域，未能捕捉到密集预测任务所需的丰富语义信息，对画面中所有信息进行等比例的放大，失去了关注的重点。因此，要解决的问题就是如何对双线性插值放大后的图片进行图像特征锐化，突出对于画面正真重要的内容，是该方法关注的重点。

具体来说，Rezolution对原图与上采样后的新图片，分别提取沿着两个不同方向聚合的特征，再通过原图特征修正新图特征，最后将新特征映射回新图，完成上采样图片修正的过程，得到最终的上采样图片。

为了证明Rezolution的普遍有效性，我们对语义分割任务进行了综合评估。Rezolution改进了HRNet的特征图融合部分，在语义分割中的VOC12 val 上提高了1.8% mIoU。当对具有256个通道的特征图进行 2 倍上采样时，Rezolution每个像素引入的计算开销仅为199k FLOPs，是xx的xx。所有任务的实质性收益表明，Rezolution是一种有效且高效的特征上采样算子，具有作为未来研究的强大基石的巨大潜力。

# 相关算法概述

## 上采样运算符

最常用的上采样方法是最近邻和双线性插值。这些插值利用距离来测量像素之间的相关性，并在其中使用手工制作的上采样内核。在深度学习时代，提出了几种使用可学习算子对特征图进行上采样的方法。例如，反卷积 [30] 是卷积的逆算子，是那些可学习的上采样器中最著名的。Pixel Shuffle [35] 提出了一种不同的上采样器，它将通道空间上的深度重塑为空间空间上的宽度和高度。最近，[26] 提出了引导上采样（GUM），它通过对具有可学习偏移量的像素进行采样来执行插值。然而，这些方法要么利用小邻域中的上下文信息，要么需要昂贵的计算来执行自适应插值。在超分辨率和去噪领域，其他一些作品 [27, 16, 11] 也探索在低级视觉中空间使用可学习内核。本着类似的设计精神，我们在这里展示了内容感知特征重组在多个视觉感知任务中进行上采样的有效性和工作机制，并提供了一个轻量级的解决方案。

## 密集预测任务

对象检测是用边界框定位对象的任务，实例分割进一步需要对实例掩码的预测。 Faster-RCNN [33] 引入了用于端到端训练的区域提议网络 (RPN)，通过引导锚定方案 [37] 进一步改进了这一点。 [21, 24, 17, 45, 31] 利用多尺度特征金字塔来处理不同尺度的对象。通过添加额外的掩码预测分支，Mask-RCNN [9] 及其变体 [1, 12] 产生了有希望的像素级结果。语义分割 [25, 19] 需要对给定图像进行像素级语义预测。 PSP Net [43] 在多个网格尺度上引入了空间池化。 UperNet [38] 设计了一个基于 PSPNet 的更通用的框架。图像或视频修复 [42, 40, 39] 是填补输入图片缺失区域的经典问题。 U-net [34] 在最近的作品 [13, 36] 中很受欢迎，并且采用了多个上采样算子。刘等人。 [23] 引入部分卷积层来减轻缺失区域对卷积层的影响。我们的 CARAFE 在广泛的密集预测任务中展示了普遍的有效性。

# Rezolution

在许多现代卷积网络架构中，特征上采样是一个关键的算子，这些架构是为目标检测、实例分割和场景解析等任务而开发的。 在这项工作中，我们提出了Rezolution来对特征图进行上采样。，并获得比主流上采样算子更好的性能，例如插值或生成式算法。

## 公式

Rezolution由三个步骤组成。第一步是对原图与上采样后的图片分别提取特征向量，第二步是用原图的特征向量更新上采样后的特征向量,再将新的特征向量映射回图片。给定大小为的特征图和上采样率(假设是整数),首先会通过双线性插值生成大小为的特征图，之后Rezolution将调整特征图，最终生成大小为的新特征图。

在第一步中，特征提取模块将通过池化分别对上采样前与上采样后特征图的特征图提取关键特征，如公式(1)所示。在第二步中，利用模块将原图的特征向量拓展，并使用更新上采样图的特征向量，最后将特征向量映射回原图，如公式(2)(3)所示。我们将在本节后续部分中说明、、的详细信息。

（1）

（2）

（3）

## 特征提取

在特征提取部分，我们参考了CANet的方法。全局池化通常用于通道注意力以全局编码空间信息，但它将全局空间信息压缩到通道描述符中，因此难以保留位置信息，这对于在视觉任务中捕获空间结构至关重要。为了鼓励注意力块以精确的位置信息在空间上捕获远程交互，我们将全局池化分解为为一对一维特征编码操作，如公式(4)(5)。具体来说，给定输入 X，我们使用池化内核的两个空间范围或，分别沿水平坐标和垂直坐标对每个通道进行编码。因此，高度为的第个通道的输出可以表示为：

（4）

类似地，宽度为的第个通道的输出可以写为:

（5）

上述两种变换分别沿两个空间方向聚合特征，产生一对方向感知特征图。这两种转换还允许我们的注意力块沿一个空间方向捕获远程依赖关系，并沿另一个空间方向保留精确的位置信息，这有助于网络更准确地定位感兴趣的对象。

## 特征更新

如上所述，方程(4)和方程(5)启用全局感受野并编码精确的位置信息。为了更新上采样后的特征向量，我们必须先对原图的特征向量进行扩展，使得原图特征向量的长度与上采样后的特征长度保持一致。对于，特征向量的扩张，我们使用了经典方法PixelShuffle，即先用卷积增加通道深度，再利用通道信息将每个位置的向量空间上扩大相应的倍数，如公式(6)所示，其中代表卷积函数。

（6）

获得了扩展后的原图特征后，我们希望使用原图特征去指导上采样后的特征，通过特征向量中捕获的空间和通道信息，将被双线性插值稀释的重点信息重新标记出来。为了完成这个目标，我们提出了一个简单但是有效的方法来更新上采样特征——门控机制。具体来说，对于扩展后的原图特征与上采样后的特征，我们通过计算与的内积，获取这两个向量在高维空间中的几何关系，将内积后的结果作为门控，如公式(7)所示，再利用门控机制对上采样后的特征进行更新，如公式(8)所示。

（7）

. （8）

# 实现

语义分割要求模型在整个图像上输出每像素级别的预测，因此通常使用高分辨率的特征图输出结果。上采样被广泛用于放大特征图，并在自上而下的路径中以一定比例将特征图融合在一起。我们选择了3个目标检测中具有代表性的模型：PSPNet，UperNet，OCRNet，实现了我们的上采样方法。

表1 不同上采样方法在语义分割数据集VOC12-val上的结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 算 法 | 骨干网络 | 上采样方法 | mIoU | mAcc | aAcc |
| PSPNet | ResNet50 | Bilinear | 75.4 | 86.1 | 94.4 |
| CARAFE | 75.6 | 86.3 | 94.3 |
| Rezolution | **76.1** | **87.1** | **94.4** |
| UperNet | ResNet50 | Bilinear | 74.0 | 84.6 | 93.9 |
| CARAFE | 74.3 | 84.9 | 94.1 |
| Rezolution | **74.7** | **85.4** | **94.2** |
| OCRNet | HRNet18 | Bilinear | 73.4 | 85.0 | 93.8 |
| CARAFE | 73.9 | 85.4 | 94.0 |
| Rezolution | **74.8** | **85.5** | **94.1** |

## PSPNet

PSPNet中PPM将输入特征图分层下采样到多个尺度，然后使用双线性将它们上采样回原始大小。这些特征最终通过串联与原始特征融合。由于上采样率非常大，我们采用了两步策略作为性能和效率之间的权衡。 首先我们使用双线性插值将特征上采样到原始特征图大小的一半，然后使用 Rezolution将它们进一步上采样2倍。

## UperNet

在UperNet中，我们修改了PPM和FPN两个模块中的上采样。PPM的修改方法与3.1节中提到的相同。对于FPN，UperNet采用它来丰富语义特征。它只有四个不同的特征级别，步幅为。我们依次从高级特征到低级特征上采样两倍。

## OCRNet

OCRNet使用HRNet作为backbone，在backbone的最后分别将4个不同尺度的特征图分别放大倍，最后将他们拼接在一起获得最终的特征图，在此处我们直接用Rezolution上采样对应的倍数。

## CARAFE

我们将目前SOTA的方法CARAFE作为对比之一，直接使用mmdection中提供的代码。CARAFE使用生成式的方法，对图片中每一个位置按照上采样比例生成代码块，最终将代码块合成新的图片。在上采样时，我们直接用CARAFE替代双线性插值。

# 实验

在本节中，我们首先描述我们的实验设置，然后进行一系列对比实验证明我们算法的有效性，我们报告了与其他上采样方法在语义分割上的结果的对比。之后，我们对不同上采样算法的参数、计算量与mIoU进行了对比。接着我们对比了不同算法对于不同比例缩放的性能，证明我们的算法在进行大比例上采样时明显优于以往方法。最后我们进行了一系列消融实验以证明我们的门控方法对性能的贡献。

## 实验设置

我们使用基于PyTorch的mmsegmenta-tion工具来实现我们所有的实验。在训练期间，我们使用衰减和动量为0.9的标准SGD优化器来训练所有模型。权重衰减始终设置为。我们使用两NVIDIA 2080Ti GPU进行训练，批量大小设置为8。在没有额外声明的情况下，我们训练所有模型 200 个 epoch。 对于数据增强，我们使用与mmseg-mentation相同的方法。我们报告了VOC12-val中语义分割的结果。

## 基线结果

在基线结果对比中，我们挑选了3个语义分割的主流算法：PSPNet，UperNet与OCRNet，前两者的骨干网络为ResNet50，OCRNet的骨干网络为HRNet。对于每种算法，我们分别测试了双线性插值，CARAFE和Rezolution的效果，结果如表1所示。可以从表中看出，对于三种算法，Rezolution方

法都取得了明显的提升。

## 性能分析

在性能分析中，我们对比了在不同放大倍率下，不同采样方法的区别。

首先，在大比例上采样的情况下，我们对比了CARAFE与Rezolution的性能提升。如表2所示，我们能够发现在上采样倍率为2时，Rezolution相比于CARAFE能够提高0.4%的mIoU。而当上采样倍率变大时，Rezolution的提升变得更为明显，能够达到0.9%。证明我们的方法无论是何种放大比例，都能够取得更优的效果。造成的稿件如果第一作者非文章通信作者或通信作者地址变动, 务请及时通知编辑部.

表2 不同上采样倍率下的提升

|  |  |  |  |
| --- | --- | --- | --- |
| 算 法 | 倍率 | 采样方法 | mIoU |
| PSPNet | 2x | Bilinear | 75.4 |
| CARAFE | 75.6 |
| Rezolution | **76.1** |
| UperNet | 2x | Bilinear | 74.0 |
| CARAFE | 74.3 |
| Rezolution | **74.7** |
| OCRNet | 2-8x | Bilinear | 73.4 |
| CARAFE | 73.9 |
| Rezolution | **74.8** |

最终指标以外，我们也对三种不同上采样方法的计算性能进行了评估，主要考虑计算量与参数量。我们使用了OCRNet作为模型，HRNet作为骨干模型，评估三种上采样算法的计算量与参数量，如表3所示。可以发现，相比于轻量型算法CARAFE，在取得相当的性能提升以外，我们将计算量缩减了96%，参数量缩减了80%。

表3 不同算法的计算量与参数量

|  |  |  |  |
| --- | --- | --- | --- |
| 上采样方法 | mIoU | Flops | Params |
| Bilinear | 73.4 | 1M | 0 |
| CARAFE | 73.9 | 981M | 1.25M |
| Rezolution | **74.8** | 32M | 0.26M |

## 消融实验

在消融实验中，我们评估了特征更新算法的性能，我们使用三种方法进行对比：特征拼接，GRU更新，门控更新。如表4所示，门控方法虽然很简单，但是相比于其他两种方法取得了显著的提升，证明了我们特征融合方法的高效性。

表4 不同上采样倍率下的提升

|  |  |  |  |
| --- | --- | --- | --- |
| 融合方法 | mIoU | mAcc | aAcc |
| Concat | 74.0 | 85.1 | 94.0 |
| GRU | 73.5 | 84.9 | 93.8 |
| Gate | **74.8** | **85.4** | **94.1** |

# 结论

本文中，我们提出了一种全新的上采样方法Rezolution。不同于当前流行的生成式算法它将上采样过程定义为一种图片特征锐化的过程，对双线性插值后的结果重新赋予重点，将语义分割的标准基准性能提高了1.4% mIoU。更重要的是，Rezolution引入的计算开销非常小，并且可以很容易地集成到各种网络架构中。
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