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Abstract

The purpose of this research paper is to study the Sum-of-Subsets problem and the strategy that will solve this problem. This research paper will conclude the description of the problem, a description of the strategy, and a discussion of how such a strategy works for the problem. A comparison of strategies that will work efficiently to solve the problem will be discussed, including their algorithms, space complexities, and time complexities. Also, this research paper will conclude discussions of an example of a classic problem that can be used for more concrete problems. Finally, readers should have a better understanding of the Sum-of-Subsets problem and the use of Backtracking strategies.

Introduction

The “Sum-of-Subsets” or also known as “Subset Sum” is a classical optimization problem that is NP-complete or is a hard problem in NP (non-deterministic polynomial-time). In this research paper, the strategy of Backtracking is applied to the problem to study its algorithm, complexities and to be compared to the strategy of Dynamic Programming. The Sum-of-Subsets problem has been revisited several times by researchers, and many strategies have been applied to improve its complexity and efficiency. A strategy such as the Dynamic Programming method being the most popular used to solve the problem and studied for research purposes. The Sum-of-Subsets problem can be applied to a real-life situation and can be used for a more concrete problem such as cryptography.

Description of Sum-of-Subsets Problem

The Sum-of-Subsets problem is NP-complete that can be thought of as a special case of the Knapsack problem. The Sum-of-Subsets problem consists of positive integers, to that represents the weight values, and a positive integer that represents the given target value. Both and are given as distinct inputs. The goal of the problem is to determine if there exist subsets of the integers such that the total weight of all integers in a subset is equivalent to the target value . If there exists a sum of all numbers in that is equivalent to the target value , then output “True” or “Yes”. If the sum of all numbers in that is equivalent to the target value does not exists, then output “False” or “No”. It is possible to have multiple set solutions where the sums are equivalent to the target value . For example, given and target value . The sum of and is equivalent to 7, and the sum of and is also equivalent to 7. Therefore, a multiple sets solution is possible.

Description of Backtracking Strategy

Backtracking is the given strategy for this research paper. Backtracking is a modified depth-first search of a tree that is used for NP-complete problems and optimization problems. Typically, Backtracking involves only a tree search that is a preorder tree traversal. Each execution of divide and conquer returns one or more items of the solution through Backtracking. A depth-first search does not require that the children be visited in any order, but in most cases, the children are visited from left to right, and each subset is represented by a path from the root to a leaf which is a path that is followed until a dead end is reached. The Backtracking pruned the state space tree, and if a node is determined that it does not have a solution because there are no more weights that are left to add equivalent to the target value , then it is considered a non-promising. If the target value is smaller than the sum of all nodes in the path, then it is also considered a non-promising [1]. A state space tree is very helpful to use to solve the problem by checking the instance. The left branch of the tree includes the while the right branch of the tree does not include . In the worst case, a state space tree can have nodes. In a full binary of depth , the worst-case time complexity is , where the number of nodes is not smaller than the total number of recursive calls. If a non-promising node exists, then backtracks to its parent and finds another path to determine the solution. If the sum of the weights totals up to a node that is equivalent to the target value , then the path leads to a solution node, which means a promising node exists. The Backtracking algorithm is more efficient when the input values are in non-decreasing order. While Backtracking is a standard approach to solving the Sum-of-Subsets problem, another strategy can be also be used such as Dynamic Programming.

Comparison of Dynamic Programming and Backtracking

In a Dynamic Programming strategy, “instead of enumerating all possible subsets of , it enumerates all possible sums of subsets of , up to and including the target value . Since is a subset of {}, the sum of all its elements cannot be greater than [2].” The Dynamic Programming strategy operates in time where is the target value and is , attaining the complexity of , which is polynomial in and In the Dynamic Programming method, a two-dimensional array is used to solve the problem instead of using a tree. In some cases, Dynamic Programming can be worse than Backtracking when is much smaller than , even exponential in . If the worst-case time complexity for the Dynamic Programming , which is poorer than the worst-case time complexity of the Backtracking which is . The Dynamic Programming strategy or pseudo-polynomial is most efficient when the number of inputs is small, and its efficiency decreases as the number of inputs get larger. Both strategies have an exponential lower bound of which is closely related to the Knapsack problem when alone is used as the complexity parameter [2]. The Sum-of-Subsets problem is known to be sensitive to the density of the problem. The efficiency of the Backtracking is much better for sparse cases while Dynamic Programming is much better for dense cases.

Time and Space Efficiency Related Works

There has been plenty of work and research done relating to space complexity of Sum-of-Subsets problem over the last 62 years or more. The amount of workspace that is needed for an algorithm is measured either in the unit-cost RAM model, or the Turing machine model, where tapes are infinite on both sides. In 1957, both Danzig [4] and Bellman [5] used the unit-cost RAM model for measurement and the method of Dynamic Programming to run the Sum-of-Subsets problem in time and space . “This is pseudo-polynomial in that is if the value of t is bounded by a polynomial in , then it runs in polynomial time and space [3].” In 1975, Ibarra and Kim [8] were able to give a Fully Polynomial Time Approximation Scheme for the Sum-of-Subsets optimization problem with running time and space , where Gens and Levner [10] had another Fully Polynomial Time Approximation scheme algorithm that runs in time ) [3]. Both Fully Polynomial Time Approximation Scheme algorithms were done by using the method of Dynamic Programming and measured in the unit-cost RAM model. In 2010, Elberfeld, Jakoby, and Tantau [10] were able to be obtained logspace upper bounds by using unary encodings of the inputs in the Unary Subsets Sum problem. The Unary Subsets Sum problem is the same as the Sum-of-Subsets problem except where inputs are binary instead of decimal. Later that year, Kane was able to simply the logspace algorithm. In 2012, Elberfeld, Jakoby, and Tantau were able to improve the Unary Subsets Sum under the appropriate encodings. Elberfeld, Jakorby, Tantau, and Kane’s algorithms later became helpful for solving the optimization version of Sum-of-Subsets problem which runs in time polynomial in , , and space bound which is measured on the Turing machine model [3, 7].

Application of Sum-of-Subsets in a Concrete Problem

Cryptography is an example of the use of the Sum-of-Subsets problem in real-life situations. Merkle and Hellman [12] were the first to consider the use of Sum-of-Subsets problem in a public key protocol [11]. The Sum-of-Subsets problem based public key cryptosystem, a set of of size is calculated by utilizing a private key. The private key is distributed as a public key along with some other certain scheme parameters. The sender selects a subset in distinctively related to a plaintext through a binary encoding, then calculates the sum-of-subset and sends as the ciphertext. The receiver with the private key translates the sum-of-subset instance to an efficiently solvable problem and recovers the plaintext by solving it. Any sum-of-subset or ciphertext should not have two different subsets related to it, as in that case, distinct decryption would be impossible.

Conclusion

The Sum-of-Subsets or the Subsets Sum is a classical optimization problem that is closely related to the Knapsack problem. Many strategies that have been implemented to this classic problem including the Backtracking, but the most popular method used is Dynamic Programming. The Dynamic Programming is much better for dense cases while the efficiency of the Backtracking is much better for sparse cases. Researchers have done little improvement with the time and space complexity of the Sum-of-Subsets Problem by using the Turing machine model and unit-cost in RAM model to measure the space of algorithms. Some have used unary or binary encoding as the inputs instead of decimal numbers to further out the research. The Sum-of-Subsets can also be used for secure communications such as encryption and decryption. Such a problem can be helpful among computer systems and cryptography. This research paper has helped me to further my understanding of Sum-of-Subsets and Backtracking.

Appendix

Procedure SumOfSubsets (, weight, total)

// is an integer type that represents number of nodes//

//weight is an integer type that represents the sum of node included in partial solution node//

//total is an integer type represents the remaining items to n (for a node at depth )//

integer , weight, total, w (1 : ) //w is an array sorted in nondecreasing order//

boolean include (1 : n) //include is a boolean type of array//

if is promising then //may lead to solution//

if weight = W then

print (include (1 : ))

else //expand the node when weight is less than W//

include ( + 1) = “true”

SumOfSubsets ( + 1, weight + w ( + 1), total – w ( + 1))

include () = “false”

SumOfSubsets ( + 1, weight, total – w ( + 1))

end SumOfSubsets

Function promising ()

integer weight, total, w (1 : ), W

// represents number of nodes//

//weight represents the sum of node included in partial solution node//

//total represents the remaining items to n (for a node at depth )//

//w is an array sorted in nondecreasing order//

// W represents the target value

if weight + total >= W AND (weight = W OR weight + w () <= W) then

return (true)

else

return (false)

end promising
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