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宋昊苏，李 宁，张 伟

（北京信息科技大学 计算机学院，北京100101）

摘 要**：**借鉴向量空间模型（Vector Space Model，VSM），将文档的单元结构映射到特征向量，并对其进行归一化和加权处理，再计算标准文档结构分类特征向量和待查文档单元结构特征向量的相似度，实现对文档结构的识别。测试结果表明，该方法实现了文档格式的向量表示，易于计算，具有较好的扩展性，可在此基础上实现其他特定结构文档格式的自动检查或文档理解。
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Abstract: By referencing VSM model, the basic structure of document component is mapped into the characteristic vector. After normalization and weight assignment, the vector similarity between the standard document component structure and the structure of the document component to be identified can be calculated, thus the identification of whole document structure can be implemented. The method achieves vector formalization of document format. It is easily calculated, and has good expansibility. Applications such as automatic format checking or document understanding can be built on that basis.
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0 引言

随着开放文档格式的广泛应用[1-3]，越来越多的文档采用开放的标准格式进行记录，使通过文档的存储格式来分析、理解文档的内容成为可能。人们也可以在理解文档结构的基础上进一步实现对文档格式的校验[4-7]。例如，如何让学生提交规范格式的论文是教师经常面对的问题，而通过人工的方式检查每篇论文的排版是否符合要求却十分困难。例如，学生是通过普通段落的方式还是用题注的方式来设置图题，很难用肉眼从显现式样中判断，而这却会影响日后对文档内容的检索利用。如果能有自动化的工具对文档的结构进行识别，例如从文档格式上判断插图后面的文字是普通段落还是通过题注添加的图题，并随时提示用户改正不规范的排版方式，将大大减轻工作量，并有助于保证最终提交的文档符合统一的排版规范。

显而易见，文档结构理解是格式检查的前提条件。而与文档的逻辑内容不同，文档格式主要记录的是文档的显现式样。例如，可以很容易地判断文档中存在某些段落，它们的字体大小超过一般的正文，但是却不能简单地由此认为这些字体较大的段落就是文章的标题，更难以判断是第几级标题。只有我们明确了某部分的内容属于哪一级标题时，才有可能依据排版规则（如1级标题用2号黑体）来检验其排版的方式是否符合规范。因此，文档的结构识别是文档理解和自动化格式检查的基础。

一般来说，学位论文等结构性较强的文档往往由十几种基本单元组成，例如，标题、摘要、关键字、章节、图表、索引等，文档结构识别的任务就是通过分析文档格式记录的式样信息和上下文信息，判断出文档各部分的结构。除了可能使用的多媒体内容之外，带格式的文本（或段落）是文档的基本组成单元，因此，文档结构识别的基本任务就是确定段落的分类或角色。可以把文本的式样表示为文本的一系列特征。而排版规则可以看作一些特定类别的文本（如标题、正文）所应具有的标准分类特征。对于待识别的文本，可以首先按照分类特征对其分类，确定其可能的角色，再计算该文本的特征空间与标准分类特征空间的差异。如果存在差异，便可指出其排版上可能存在的错误，从而实现文档格式的自动检查。

将文本对象转换为方便计算机处理的数值模型可以借助机器学习的一些成熟方法。本文采用的是VSM[8]，它是由Salton等提出的一种较为经典的文本表示模型，该模型在文本检索和文本自动分类系统中得到广泛应用。在文本检索[9]和文本分类系统[10]中，通常是将文本表示为向量形式，根据向量的相似度对返回的文本结果进行排序、分类等操作。笔者在文档结构识别中引入向量空间模型，借助文献[11]提出“平均值”阈值匹配方法，将文档的组成单元表示为由式样特征组成的特征向量，并对待查文本特征向量和标准分类特征向量进行归一化，经过加权后计算特征向量的夹角，最后根据预先给定的阈值对文档结构进行识别，取得了较好的识别效果。

1 特征向量空间模型的构建

在检索系统或文档分类系统的应用中，文章或者文章片段的特征项一般为词或短语。本文的重点是对文档结构进行识别，识别的对象是组成特定文档类型的基本单元，例如标题、中英文摘要、章节段落等。因此，可以对文档作如下定义。

定义1 文档结构。组成文档的基本单元。例如，对于学位论文，可能有标题、中英文摘要、章节内容和文献索引等，记为***S***。

定义2 特征项。指论文组成单元的式样特征，如字体、字形、字号、文本位置和特征字串等，记为***C***。

定义3 特征项权重。表示特征项在文档结构中的重要程度，记为***W***。

一篇文档*D*如果包含*n*个基本单元，那么该文档可以用*D*（*S*1，*S*2，*S*3，….，*S*n）表示，对于每个基本单元***S***，如果该单元包含*m*个格式特征，则该单元可以用*S*（*C*1，*C*2，….，Cm）描述。由于不同式样特征在某一种文档结构中的重要程度可能不同，需要对不同的文档格式特征分配一定的权重，权重的取值不同会使得比较向量所用的夹角阈值也不同，本文所用的特征权重取值基于统计实验，目的是获得较为合理的夹角阈值，使文档结构的识别结果更加准确。

2 特征项的量化

文档的基本组成单元是带格式的文本（段落），因此，识别时依次读取文档的各个段落，识别该段落属于哪种分类（角色）。本文将读取的段落特征项表示为：字体、字号、字形、对齐方式、首行缩进、行距、段前、段后、关键字等9个特征项，记为***C***1，***C***2.，…，***C***9。VSM模型中常用的向量权值计算方法主要有布尔函数法，词频权重法和TD-IDF权重法等[12]，其中布尔权重法较为简单，且应用广泛。针对段落特征项中字体、字形、对齐方式、关键字等较难量化的特征项，作如下处理：如果读取的特征符合标准的分类特征，则赋值为1；否则赋值为0，其他特征值为该特征项对应的实际取值。例如，某校的学位论文规范中对中文摘要正文的要求是：1）字体：宋体；2）字号：小四号；3）字形：不加粗；4）对齐方式：两端对齐；5）首行缩进：24磅；6）行距：20磅；7）段前：0磅；8）段后：0磅；9）段首关键字：“摘要”，则标准中文摘要的分类特征向量为（1,12,1,1,24,20,0,0,1），记为***S****a*；若某实际读取的段落的特征依次为：1）非宋体；2）9号字体；3）不加粗；4）两端对齐；5）无缩进；6）两倍行距；7）段前1行；8）段后0行；9）段首包含“摘要”，则该段落的特征向量为（0,9,1,1,0,24,15.6,0,1），记为***S****b*。

由于特征向量中各特征项的值在数量级上有较大差别，需要对段落特征向量统一数量级，即归一化处理。在模式识别中，向量归一化往往作为特征提取前的预处理技术，对提取特征后的特征向量进行特征转换[13]。

对段落特征向量*S*归一化的目的是使每个特征项***C***的值介于0~1之间，因此，对布尔值类型的特征项不作归一化处理，而对字号、首行缩进、行距等特征项***C****i*（*i*=2,5,6,7,8）应用公式（1）：
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其中，特征项***C****i*的样本值集合为某类文档（如学位论文）规范中涉及所有段落的样本值，***C***max和***C***min分别为样本值中的最大值和最小值，利用式（1）得到归一化后某种分类的标准特征向量和待查段落的特征向量，分别记为***S’****a*，***S’****b*。其中每个特征项的取值都在0~1之间。考虑到每个特征项对分类的重要程度不同，例如，中文摘要中段首包含“摘要”关键词这一特征比对齐方式、首行缩进等特征更加重要，因此需要对特征向量进行加权处理。

**4 特征项加权**

特征向量的加权即依据一定的准则对特征项赋予一定权重，基于机器学习中加权的处理方法[15-16]，对文本特征向量作如下处理：
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下面举例说明。某论文中文摘要标准格式是：字体：宋体；字号：小四；文本位置：两端对齐；首行缩进：0字符；行距：20磅；关键字串：段首有“关键词”；表示为特征向量：（1,12,1,0,20,1）；得到归一化后的标准特征向量为（1,0.155,1,0,1,1），权重特征向量取为（0.1,0.2,0.1,0,0.1,0.4），则加权后的标准特征向量为（0.1,0.03,0.1,0,0.06,0.4）。若实际出现的一段文本格式为字体：仿宋；字号：9号；文本位置：两端对齐；首行缩进：2字符；行距：两倍行距；关键字串：段首有“关键词”；那么经过归一化、加权后得到的待查特征向量为（0,0.02,0.1,0.05,0.1,0.4）；应用向量夹角余弦公式（3）计算得到向量夹角值为0.932（无单位）。
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**5文档结构相似度的计算**

在文本分类领域，基于VSM的分类方法主要有神经网络算法、贝叶斯算法、简单向量距离法[17]等，其中简单向量距离法较容易实现，效率高，分类精度能满足大多文本分类系统的需求，且应用较广。文本采用简单向量距离法将文档组成单元映射为向量空间中的点特征项，不同向量特征项之间的距离用向量间的余弦夹角度量，该余弦夹角反映了某文档单元在角色分类上的相似度。此外，本文所用的方法还将对特征项组成的特征向量进行归一化和加权处理，最终得到标准论文结构特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wUAAABAAQAAhQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TAPESAHlI3nZAkeF2hxhmFAQAAAAtAQAACAAAADIKIAEaAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACHGGYUAAAKACgAigMAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)。假设待查论文结构特征向量为![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3xxpmegQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADHGmZ6AAAKACEAigEAAAAA/////1TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，则![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wUAAABAAQAAhQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TAPESAHlI3nZAkeF2hxhmFAQAAAAtAQAACAAAADIKIAEaAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACHGGYUAAAKACgAigMAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3xxpmegQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADHGmZ6AAAKACEAigEAAAAA/////1TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的相似度为：

sim（***![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3ahxmpQQAAAAtAQAACAAAADIKIAEcAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABqHGalAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)***,![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3uxxmhgQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC7HGaGAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）=cos（![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3hBhmYgQAAAAtAQAACAAAADIKIAEcAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACEGGZiAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3uxxmoAQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC7HGagAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）=![](data:image/x-wmf;base64,183GmgAAAAAAACADwAIBCQAAAADwXwEACQAAAzMBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAIgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7n////gAgAAeQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAAIAAAA+gIAAAkAAAAAAAAABAAAAC0BAAAFAAAAFAJhAWQABQAAABMCawJkAAUAAAAUAmEBOgEFAAAAEwJrAjoBBQAAABQCYQHMAQUAAAATAmsCzAEFAAAAFAJhAbcCBQAAABMCawK3AggAAAD6AgAAEAAAAAAAAAAEAAAALQEBAAUAAAAUAkABQAAFAAAAEwJAAd4CHAAAAPsCIP8AAAAAAAC8AgEAAIYEAgAgQXJpYWwgVW5pY29kZSBNUwCx8XdhsfF3IEDzd+YcZqoEAAAALQECAAgAAAAyCh4C+wECAAAAptYIAAAAMgoeAnQAAgAAAKbBCAAAADIK8gDNAQIAAACm1ggAAAAyCvIAogACAAAApsEcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAACIaCgKY8RMAWLHxd2Gx8XcgQPN35hxmqgQAAAAtAQMABAAAAPABAgAIAAAAMgoeAkYBAQAAALTBCAAAADIK8gBSAQEAAAC3wQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKrmHGaqAAAKACEAigEAAAAAAgAAALTzEwAEAAAALQECAAQAAADwAQMAAwAAAAAA) （3）

sim（![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3yxxmBwQAAAAtAQAACAAAADIKIAEcAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADLHGYHAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA),![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3/xtm3wQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD/G2bfAAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)）表示某类标准的文档单元结构和待查文档单元结构的相似度，在（3）中，![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///wUAAABAAQAAhQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TAPESAHlI3nZAkeF2hxhmFAQAAAAtAQAACAAAADIKIAEaAAIAAACmwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACHGGYUAAAKACgAigMAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAABgAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAALwCAQAAhgQCACBBcmlhbCBVbmljb2RlIE1TALHxd2Gx8XcgQPN3xxpmegQAAAAtAQAACAAAADIKIAFSAAIAAACm1goAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADHGmZ6AAAKACEAigEAAAAA/////1TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)作点乘运算后的值除以2个向量分别作模运算后的乘积得到相似度的值，该值越大，说明某文档结构与某标准分类的相似程度越高，最大值为1；反之说明该结构的相似度越小，如果小于相应的阈值，说明待查的段落不符合某标准的结构分类，需要继续判断是否符合其他的结构分类，从而实现完整文档结构的识别功能。

**6实验结果分析**

本文的实验环境为：系统:windows XP，开发工具:Visual Studio 2008，所用的开发语言为C#；首先，需要定义文档结构的标准格式、对各文档结构分配向量权重、向量夹角阈值，并对各文档结构进行归一化、加权处理，得到标准结构向量，然后，向系统提交编辑好的硕士学位论文，通过程序自动读取该论文各论文结构的格式信息并映射为向量，对该向量进行归一化、加权处理后得到待查结构向量；最后，计算标准结构向量和待查结构向量的夹角并和夹角阈值进行比较，并将识别结果输出到系统界面。

本文对文档结构的识别结果作如下统计，具体见表1，在该表中文档结构向量权重值对

表 1 文档结构识别结果统计表

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **文档结构** | **文档结构向量权重** | **向量夹角阈值** | **正确识别文档数** | **识别率** |
| 摘要标题 | （0.1,0.1,0.1,0.1,0.6） | 0.87 | 360 | 97.2% |
| 摘要正文 | （0.1,0.2,0.1,0.1,0.5） | 0.92 | 352 | 95.1% |
| 关键词 | （0.2,0.3,0.05,0.05,0.4） | 0.90 | 348 | 94.1% |
| 正文章标题 | （0.1,0.2,0.1,0.1,0.1,0.1,0.3） | 0.94 | 350 | 94.5% |
| 论文正文 | （0.15,0.2,0.05,0.05,0.2,0.1,0.25） | 0.89 | 356 | 96.2% |
| …. | … | … | … | … |

应每个文档结构的特征项，本文并未对所有文档结构一一列举，选取五个有代表性的文档结构来说明问题，其中摘要标题对应的特征项为（字体，字号，对齐方式，首行缩进值，关键字），论文正文章标题对应的特征项为（字体，字号，字形，对齐方式，首行缩进值，段后值，关键字），其他文档结构与此类似。通过计算待检查文档结构和标准文档结构向量的夹角值，统计大于向量夹角阈值的文档数，并计算出识别率。可以看出影响识别率的因素主要是文档结构向量权重和向量夹角阈值的取值，本文目前采用的是统计方法分配文档结构向量权重值，并在较差编辑习惯情况下计算出向量夹角阈值。

**7 结束语**

一篇学位论文通常包含论文标题、中文摘要、章节正文等20个左右的单元结构，准确识别这些单元结构，才能在此基础上进行论文格式检查等工作。衡量识别成功与否的指标是识别的准确率，即所识别的结构与正确的结构分类相符的比例。本文利用上述方法对北京信息科技大学硕士学位论文中的370篇样本进行了测试，统计结果如上表1所示，通过计算文档结构识别率的平均值，可以得到本方法对学位论文单元结构识别的准确率达到了95.3%，达到了实验结果预期目的。

准确识别文档结构能够为进一步检查论文的格式正确与否提供基础，此外，本文的方法也可以应用到其他需要判定文档结构的领域（如文档理解），具有较好的应用前景。

本文的方法也存在不足之处，如为确定特征向量权重而采用的统计方法计算量大、与文档类型有较强的依赖性，在今后的研究中可尝试通过样本学习，自动计算权重，减轻工作量，并进一步提高结构识别的准确率。此外，本文并未深入讨论上下文结构对文档结构识别的贡献，将在今后进一步探讨。
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