Thus, the alphabet's entropy specifes to within one bit how many bits on the average need to be used to send the alphabet. The smaller an alphabet's entropy, the fewer bits required for digital transmission of fles expressed in that alphabet.

###### Example 6.2

A four-symbol alphabet has the following probabilities.
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and an entropy of 1.75 bits (Example 6.1). Let's see if we can fnd a codebook for this four-letter alphabet that satisfes the Source Coding Theorem. The simplest code to try is known as the **simple binary code**: convert the symbol's index into a binary number and use the same number of bits for each symbol by including leading zeros where necessary.
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(6.53)

Whenever the number of symbols in the alphabet is a power of two (as in this case), the average number of bits
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equals log2*K*, which equals 2 in this case. Because the entropy equals 1.75bits, the simple binary code indeed satisfes the Source Coding Theorem we are within one bit of the entropy limit but you might wonder if you can do better. If we choose a codebook with difering number of bits for the symbols, a smaller average number of bits can indeed be obtained. The idea is to use shorter bit sequences for the symbols that occur more often. One codebook like this is
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(6.54)

Now

![](data:image/png;base64,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)

We can reach the entropy limit! The simple binary code is, in this case, less efcient than the unequal-length code. Using the efcient code, we can transmit the symbolic-valued signal having this alphabet 12.5% faster. Furthermore, we know that no more efcient codebook can be found because of Shannon's Theorem.