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\begin{abstract}

We revisit conduct parameter estimation in homogeneous goods markets to resolve the conflict between \citet{bresnahan1982oligopoly} and \cite{perloff2012collinearity} regarding the identification and the accuracy of conduct parameter estimation.

We point out that the proof of \citet{perloff2012collinearity} is incorrect and its simulation setting is not valid.

Our simulation shows that the estimation becomes accurate when properly adding demand shifters in the supply estimation and increasing the sample size.

Therefore, we support \citet{bresnahan1982oligopoly}.

\end{abstract}

\section{Introduction}

Measuring competitiveness is one of the important tasks in empirical industrial organization literature.

Conduct parameter estimation is considered to be a useful measure of competitiveness.

However, it cannot be directly measured from data because data usually lack information about marginal cost.

Therefore, researchers endeavor to identify and estimate conduct parameters.

There are two conflicting results regarding the conduct parameter estimation in homogeneous good markets in linear demand and marginal cost systems.

First, \citet{bresnahan1982oligopoly} proposes an approach for identifying the conduct parameter using a model called the demand rotation instrument.

As the identification is guaranteed, the conduct parameter can be estimated using standard linear regression.

This result is extended to nonlinear cases by \citet{lau1982identifying}

and to differentiated product markets by \citet{nevoIdentificationOligopolySolution1998}.

%Berry and Haile (2014) also use the insight from Bresnahan (1982) to derive a testable condition for estimating firm conduct in differential product markets.

%Backus et al. (2021) and Durlte et al. (2022) develop tests of firm conduct, and Magnolfi and Sullivan (2022) investigate the relationship between the conduct parameter estimation and firm conduct approaches.

In contrast, \citet{perloff2012collinearity} (hereafter, PS) assert that the linear model considered in \citet{bresnahan1982oligopoly} suffers from the multicollinearity problem when the error terms in the demand and supply equations are zero, implying that conduct parameter identification is impossible.

PS also use simulations to demonstrate that parameters cannot be estimated accurately even when the error terms are nonzero.

This is a major complication in the literature.

Several papers and handbook chapters reference the result in PS. See \citet{claessensWhatDrivesBank2004, coccoreseMultimarketContactCompetition2013, coccoreseWhatAffectsBank2021, garciaMarketStructuresProduction2020, kumbhakarNewMethodEstimating2012, perekhozhukRegionalLevelAnalysisOligopsony2015} and \citet{shafferMarketPowerCompetition2017}.

We revisit conduct parameter identification and estimation in homogeneous product markets to determine which result is correct.

First, we show that the proof of the multicollinearity problem in PS is incorrect and that the multicollinearity problem does not occur under standard assumptions that reflect the insight in \citet{bresnahan1982oligopoly}.

Second, the simulation in PS lacks an excluded demand shifter in the supply equation estimation, and we confirm that the accuracy of the estimation holds by properly including a demand shifter in the supply equation estimation.

We also show that increasing the sample size improves the accuracy of estimation.

Hence, we support \cite{bresnahan1982oligopoly} theoretically and numerically.

\section{Model}

The researcher has data with $T$ markets with homogeneous products.

Assume that there are $N$ firms in each market.

Let $t = 1,\ldots, T$ be the index of markets.

Then, we obtain the supply equation as follows:

\begin{align}

P\_t = -\theta\frac{\partial P\_t(Q\_{t})}{\partial Q\_{t}}Q\_{t} + MC\_t(Q\_{t}),\label{eq:supply\_equation}

\end{align}

where $Q\_{t}$ is the aggregate quantity, $P\_t(Q\_{t})$ is the demand function, $MC\_{t}(Q\_{t})$ is the marginal cost function, and $\theta\in[0,1]$, which is called conduct parameter.

The equation nests perfect competition, $\theta=0$, Cournot competition, $\theta=1/N, N$ firm symmetric perfect collusion, $\theta=1$, etc.\footnote{See \cite{bresnahan1982oligopoly}.}

Consider an econometric model integrating the above model.

Assume that the demand function and the marginal cost function are written as follows:

\begin{align}

P\_t = f(Q\_{t}, Y\_t, \varepsilon^{d}\_{t}, \alpha) \label{eq:demand}\\

MC\_t = g(Q\_{t}, W\_{t}, \varepsilon^{c}\_{t}, \gamma)\label{eq:marginal\_cost}

\end{align}

where $Y\_t$ and $W\_{t}$ are the vector of exogenous variables, $\varepsilon^{d}\_{t}$ and $\varepsilon^{c}\_{t}$ are the error terms, and $\alpha$ and $\gamma$ are the vector of parameters.

We also have the demand- and supply-side instrument variables (IVs), $Z^{d}\_{t}$ and $Z^{c}\_{t}$, and assume that the error terms satisfy the mean independence condition $E[\varepsilon^{d}\_{t}\mid Y\_t, Z^{d}\_{t}] = E[\varepsilon^{c}\_{t} \mid W\_{t}, Z^{c}\_{t}] =0$.

\subsection{Linear demand and linear cost}

Assume that linear demand and cost functions are specified as follows:

\begin{align}

P\_t &= \alpha\_0 - (\alpha\_1 + \alpha\_2Z^{R}\_{t})Q\_{t} + \alpha\_3 Y\_t + \varepsilon^{d}\_{t},\label{eq:linear\_demand}\\

MC\_t &= \gamma\_0 + \gamma\_1 Q\_{t} + \gamma\_2 W\_{t} + \gamma\_3 R\_{t} + \varepsilon^{c}\_{t},\label{eq:linear\_marginal\_cost}

\end{align}

where $W\_{t}$ and $R\_{t}$ are excluded cost shifters and $Z^{R}\_{t}$ is Bresnahan's demand rotation instrument.

The supply equation is written as follows:

\begin{align}

P\_t

%&= \gamma\_0 + [\theta(\alpha\_1 + \alpha\_2Z^{R}\_{t})+ \gamma\_1] Q\_{t} + \gamma\_2 W\_{t} + \gamma\_3 R\_{t} + \varepsilon^{c}\_{t}\nonumber\\

&= \gamma\_0 + \theta \alpha\_2 Z^{R}\_tQ\_{t} + (\theta\alpha\_1 + \gamma\_1) Q\_{t} + \gamma\_2 W\_t + \gamma\_3 R\_{t} +\varepsilon^c\_t\label{eq:linear\_supply\_equation}

\end{align}

By substituting Equation \eqref{eq:linear\_demand} into Equation \eqref{eq:linear\_supply\_equation} and solving it for $P\_t$, we can obtain the aggregate quantity $Q\_{t}$ based on the parameters and exogenous variables as follows:

\begin{align}

Q\_{t} = \frac{\alpha\_0 + \alpha\_3 Y\_t - \gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t} + \varepsilon^{d}\_{t} - \varepsilon^{c}\_{t}}{(1 + \theta) (\alpha\_1 + \alpha\_2 Z^{R}\_{t}) + \gamma\_1}.\label{eq:quantity\_linear}

\end{align}

\subsection{Is the multicollinearity problem in PS incorrect?}

To reveal the multicollinearity problem, PS attempt to demonstrate linear dependence between the variables in the supply equations.

PS start the proof on p137 in their appendix by stating the following (we modify notations);

\begin{quote}

``We demonstrate that the $W\_{t}, R\_{t}, Z^{R}\_{t}Q\_{t}$, and $Q\_{t}$ terms in Eq.4 are perfectly collinear for $\varepsilon\_{t}^{d} = \varepsilon\_{t}^{c} = 0$. We show this result by demonstrating that there exist nonzero coefficients $\chi\_1,\chi\_2,\chi\_3,\chi\_4$, and $\chi\_5$ such that

\begin{align\*}

Z^{R}\_{t} Q\_{t} + \chi\_1 Q\_{t} + \chi\_2 W\_{t} + \chi\_3 R\_{t} + \chi\_4 Y\_{t} + \chi\_5 = 0 \quad (\text{A1})."

\end{align\*}

\end{quote}

Eq.4 in the quotation corresponds to the supply equation \eqref{eq:linear\_supply\_equation}.

The authors reveal a nonzero vector of $\chi\_1, \ldots, \chi\_5$ that satisfies (A1).

An incorrect detail in the proof is that while endeavoring to demonstrate linear dependence between $Z^{R}\_{t}Q\_{t}, Q\_{t}, W\_{t}$, and $R\_{t}$, they reveal linear dependence between $W\_{t}, R\_{t}, Z^{R}\_{t}Q\_{t}, Q\_{t}$, and $Y\_t$.

However, the linear dependence between $W\_{t}, R\_{t}, Z^{R}\_{t}Q\_{t}, Q\_{t}$, and $Y\_t$ does not always imply the linear dependence between $Z^{R}\_{t}Q\_{t}, Q\_{t}, W\_{t}$, and $R\_{t}$.

We formally contend that the multicollinearity problem does not occur under the additional standard assumptions in Proposition 1.

\begin{proposition}

Assume that (i) $\alpha\_2$ and $\alpha\_3$ are nonzero and (ii) $Z^R\_t, W\_t, R\_t$, and $Y\_t$ are linearly independent.

Then, $Z^{R}\_{t}Q\_{t}, Q\_{t}, W\_{t}$, and $R\_{t}$ are linearly independent.

\end{proposition}

See Appendix \ref{sec:appendix} for the proof.

Assumption (i) implies that when the demand rotation instrument and the demand shifter shift the demand equation, we can identify the conduct parameter.

This reflects the main result in \citet{bresnahan1982oligopoly}.

Assumption (ii) is standard in the regression model but not assumed in PS.

\section{Simulation results}\label{sec:results}

Table \ref{tb:linear\_linear\_sigma\_1} presents the results of the linear model with the demand shifter.\footnote{See Appendix \ref{sec:appendix} for the simulation details and additional results.}

Panel (a) shows that when the standard deviation (SD) of the error terms in the demand and supply equation is $\sigma = 0.001$, the estimation of all parameters is extremely accurate.

When the sample size is large, the root-mean-squared errors of all parameters are less than or equal to 0.001.

Panel (c) shows the case with $\sigma = 2.0$.

As the sample size increases, the root-mean-squared error decreases dramatically.

Thus, the imprecise results reported in PS are due to the lack of demand shifters and small sample size.

\begin{table}[!htbp]

\begin{center}

\caption{Results of the linear model with demand shifter}

\label{tb:linear\_linear\_sigma\_1}

\subfloat[$\sigma=0.001$]{\input{figuretable/linear\_linear\_sigma\_0.001\_bias\_rmse.tex}}\\

\subfloat[$\sigma=0.5$]{\input{figuretable/linear\_linear\_sigma\_0.5\_bias\_rmse}}\\

\subfloat[$\sigma=2.0$]{\input{figuretable/linear\_linear\_sigma\_2\_bias\_rmse}}

\end{center}

\footnotesize

Note: The error terms in the demand and supply equation are drawn from a normal distribution, $N(0,\sigma)$.

\end{table}

\section{Conclusion}

We revisit the conduct parameter estimation in homogeneous good markets.

There is a conflict between \citet{bresnahan1982oligopoly} and \citet{perloff2012collinearity} in terms of identification and estimation.

We highlight the problems in the proof and simulation in \citet{perloff2012collinearity}.

Our simulation shows that the estimation of the conduct parameter becomes accurate by appropriately introducing demand shifters into the supply estimation and increasing the sample size.

Based on the theoretical and numerical investigation, we support the argument in \citet{bresnahan1982oligopoly}.
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\appendix

% \section{Corrected proof of \cite{perloff2012collinearity}}\label{sec:corrected\_proof\_of\_PS}

% To illustrate the multicollinearity problem, the authors attempt to demonstrate linear dependence between the variables in the supply equations.

% \cite{perloff2012collinearity} start the proof with the following statement on p137 of their appendix (we modify notations):

% \begin{quote}

% "We demonstrate that the $W\_{t}, R\_{t}, Z^{R}\_{t}Q\_{t}$, and $Q\_{t}$ terms in Eq.4 are perfectly collinear for $\varepsilon\_{t}^{d} = \varepsilon\_{t}^{c} = 0$. We show this result by demonstrating that there exist nonzero coefficients $\chi\_1,\chi\_2,\chi\_3,\chi\_4$, and $\chi\_5$ such that

% \[Z^{R}\_{t} Q\_{t} + \chi\_1 Q\_{t} + \chi\_2 W\_{t} + \chi\_3 R\_{t} + \chi\_4 Y\_{t} + \chi\_5 = 0.\quad \text{(A1)}"\]

% \end{quote}

% Eq.4 in the quotation corresponds to the supply equation \eqref{eq:linear\_supply\_equation}.

% The authors claim to demonstrate evidence of a nonzero vector of $\chi\_1, \ldots, \chi\_5$ that satisfies (A1).

% Although (A1) is incorrect, we replicate the flow of this proof by fixing several typos.

% \begin{proof}

% First, by substituting the equilibrium quantity with:

$\varepsilon^{d}\_{t} = \varepsilon^{c}\_{t} = 0$,

% \begin{align\*}

% Q\_{t} = \frac{\alpha\_0 + \alpha\_3 Y\_t - \gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t}}{(1 + \theta) (\alpha\_1 + \alpha\_2 Z^{R}\_{t}) + \gamma\_1},

% \end{align\*}

% into (A1) we obtain:

% \begin{align\*}

% 0&=\left[\frac{\alpha\_0 + \alpha\_3 Y\_{t} -\gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t}}{(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1}\right]Z + \chi\_1 \left[\frac{\alpha\_0 + \alpha\_3 Y\_{t} -\gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t}}{(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1}\right] + \chi\_2 W\_{t} + \chi\_3 R\_{t} + \chi\_4 Y + \chi\_5\nonumber\\

% &=[\alpha\_0 + \alpha\_3 Y\_{t} -\gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t}]Z^R\_{t} + \chi\_1 [\alpha\_0 + \alpha\_3 Y\_{t} -\gamma\_0 - \gamma\_2 W\_{t} - \gamma\_3 R\_{t}]\\

% &\quad+ [(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1]\chi\_2 W\_{t} + [(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1]\chi\_3 R\_{t}\\

% &\quad\quad + [(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1]\chi\_4 Y\_{t} + [(\theta + 1) (\alpha\_1 + \alpha\_2 Z^R\_{t}) + \gamma\_1]\chi\_5\nonumber\\

% &=[\alpha\_0-\gamma\_0+(\theta + 1)\alpha\_2 \chi\_5]Z^R\_{t}+[\alpha\_3+(\theta + 1)\alpha\_2 \chi\_4]Z^R\_{t} Y\_{t}\\

% &\quad +[-\gamma\_2+(\theta + 1)\alpha\_2 \chi\_2]W\_{t}Z^R\_{t} + [-\gamma\_3+(\theta + 1)\alpha\_2 \chi\_3]R\_{t}Z^R\_{t} \\

% &\quad\quad +[\chi\_1 \alpha\_3+\chi\_4\gamma\_1 +(\theta+1)\alpha\_1 \chi\_4]Y\_{t}+ [-\chi\_1\gamma\_2+\chi\_2\gamma\_1+(\theta+1)\alpha\_1 \chi\_2]W\_{t}\\

% &\quad\quad\quad +[-\chi\_1\gamma\_3 +\chi\_3 \gamma\_1 +(\theta+1)\alpha\_1 \chi\_3] R\_{t} +[\chi\_1 (\alpha\_0 -\gamma\_0)+\chi\_5\gamma\_1 +(\theta+1)\alpha\_1 \chi\_5]\nonumber\\

% &=\zeta\_1 Z + \zeta\_2 Z^R\_{t} Y\_{t} + \zeta\_3 W\_{t}Z + \zeta\_4 R\_{t}Z + \zeta\_5 Y\_{t} + \zeta\_6 W\_{t} + \zeta\_7 R\_{t} + \zeta\_8

% \end{align\*}

% where

% \begin{align\*}

% \zeta\_1 &= \alpha\_0-\gamma\_{0}+(\theta + 1)\alpha\_{2} \chi\_5\\

% \zeta\_2 &= \alpha\_3+(\theta + 1)\alpha\_{2} \chi\_4\\

% \zeta\_3 &= -\gamma\_2+(\theta + 1)\alpha\_{2} \chi\_2\\

% \zeta\_4 & = -\gamma\_3+(\theta + 1)\alpha\_{2} \chi\_3\\

% \zeta\_5 & = \chi\_1 \alpha\_3+(\gamma\_1+(\theta+1)\alpha\_1 )\chi\_4\\

% \zeta\_6 & = -\chi\_1\gamma\_2+(\gamma\_1+(\theta+1)\alpha\_1) \chi\_2 \\

% \zeta\_7 & = -\chi\_1\gamma\_3+(\gamma\_1+(\theta+1)\alpha\_1) \chi\_3\\

% \zeta\_8 & = \chi\_1 (\alpha\_0 -\gamma\_{0})+(\gamma\_1+(\theta+1)\alpha\_1) \chi\_5

% \end{align\*}

% By introducing $\zeta\_1 = \cdots = \zeta\_7 =0$, we obtain the following:

% \begin{align\*}

% \chi\_1 &= \frac{\gamma\_1+(\theta+1)\alpha\_1}{\gamma\_2}\chi\_2=\frac{\gamma\_1 + (\theta + 1)\alpha\_1}{(\theta + 1)\alpha\_{2}}\\

% \chi\_2 &= \frac{\gamma\_2}{(\theta + 1)\alpha\_{2}}\\

% \chi\_3 &= \frac{\gamma\_3}{(\theta + 1)\alpha\_{2}}\\

% \chi\_4 &= -\frac{\alpha\_3}{(\theta + 1)\alpha\_{2}}\\

% \chi\_5 &= -\frac{\alpha\_0 - \gamma\_{0}}{(\theta + 1)\alpha\_{2}}

% \end{align\*}

% By substituting these into (A1), we obtain:

% \begin{align\*}

% &Z^{R}\_{t} Q\_{t} + \frac{\gamma\_1 +(\theta + 1)\alpha\_1}{(\theta + 1)\alpha\_{2}}Q\_{t} + \frac{\gamma\_2}{(\theta + 1)\alpha\_{2}} W\_{t}+ \frac{\gamma\_3}{(\theta + 1)\alpha\_{2}}R\_{t} -\frac{\alpha\_3}{(\theta + 1)\alpha\_{2}}Y\_{t} -\frac{\alpha\_0 - \gamma\_{0}}{(\theta + 1)\alpha\_{2}} \\

% =&\frac{ (\theta + 1)\alpha\_{2}Z^{R}\_{t} Q\_{t} + [(\theta + 1)\alpha\_1 + \gamma\_1]Q\_{t} -\alpha\_3 Y\_{t} + \gamma\_2 W\_{t}+ \gamma\_3 R\_{t} - \alpha\_0 + \gamma\_{0}}{(\theta + 1)\alpha\_{2}}\\

% =& \frac{[(\theta + 1)(\alpha\_1 + \alpha\_{2} Z) + \gamma\_1]Q\_{t} -\alpha\_3 Y\_{t} + \gamma\_2 W\_{t}+ \gamma\_3 R\_{t} - \alpha\_0 + \gamma\_{0}}{(\theta + 1)\alpha\_{2}}\\

% =& \frac{(\theta + 1)(\alpha\_1 + \alpha\_{2} Z) + \gamma\_1}{(\theta + 1)\alpha\_{2}}\left[ Q\_{t} - \frac{\alpha\_0 + \alpha\_3 Y\_{t} - \gamma\_{0}- \gamma\_2 W\_{t}- \gamma\_3 R\_{t}}{(\theta + 1)(\alpha\_1 + \alpha\_{2} Z) + \gamma\_1}\right]\\

% =& 0,

% \end{align\*}

% because $Q\_{t} = \frac{\alpha\_0 + \alpha\_3Y\_{t} -\gamma\_{0} - \gamma\_2 W\_{t}- \gamma\_3 R\_{t}}{(\theta + 1) (\alpha\_1 + \alpha\_{2} Z) + \gamma\_1}$.

% Thus, (A1) holds under nonzero coefficients, which implies that $W\_{t}, R\_{t}, Z^{R}\_{t}Q\_{t},Q\_{t}$, and $Y\_{t}$ are linear dependent.

% \end{proof}

\section{Online appendix}\label{sec:appendix}

\subsection{Omitted proof of Proposition 1}

\begin{proof}

Based on the definition of linear independence, we need to confirm that the following holds:

\begin{align}

\chi\_1 Z\_{t}^R Q + \chi\_2 Q\_{t} + \chi\_3 W\_{t} + \chi\_4 R\_{t} + \chi\_5 = 0, \label{eq:linear\_independence}

\end{align}

then $\chi\_1 = \chi\_2 = \cdots = \chi\_5 = 0$.

By substituting Equation \eqref{eq:quantity\_linear} into Equation \eqref{eq:linear\_independence}, we obtain the following:

\begin{align\*}

0 &= \zeta\_1 Z\_{t}^R + \zeta\_2 Z\_{t}^RY\_{t} + \zeta\_3 W\_{t}Z\_{t}^R + \zeta\_4 R\_{t}Z\_{t}^R + \zeta\_5 Y\_{t} + \zeta\_6 W\_{t} + \zeta\_7 R\_{t} + \zeta\_8,

\end{align\*}

where

\begin{align\*}

\zeta\_1 &= (\alpha\_0 - \gamma\_0)\chi\_1 + (\theta +1 )\alpha\_2 \chi\_5,\\

\zeta\_2 &= \alpha\_3\chi\_1,\\

\zeta\_3 &= -\gamma\_2 \chi\_1 + (\theta + 1)\alpha\_2\chi\_3,\\

\zeta\_4 &= -\gamma\_3 \chi\_1 + (\theta + 1)\alpha\_2\chi\_4,\\

\zeta\_5 &= \alpha\_3\chi\_2,\\

\zeta\_6 &= -\gamma\_2 \chi\_2 + [(1 + \theta) \alpha\_1 +\gamma\_1]\chi\_3,\\

\zeta\_7 &= -\gamma\_3 \chi\_2 + [(1 + \theta) \alpha\_1 +\gamma\_1]\chi\_4,\\

\zeta\_8 &= (\alpha\_0 - \gamma\_0)\chi\_2 +[(1 + \theta)\alpha\_1 +\gamma\_1] \chi\_5.

\end{align\*}

First, based on Assumption (ii), $\zeta\_1 = \cdots = \zeta\_8 = 0$.

Second, as the parameters are nonzero by Assumption (i), $\chi\_1 = \chi\_2 =0$ by $\zeta\_2 = \zeta\_5 = 0$.

Third, by $\zeta\_1 = \zeta\_3 = \zeta\_4 = 0$, $(\theta + 1 )\alpha\_2\chi\_5 = (\theta + 1 )\alpha\_2\chi\_3 = (\theta + 1 )\alpha\_2\chi\_4 = 0.$

As $(\theta + 1)\alpha\_2 \ne 0$ by Assumption (i), $\chi\_3 = \chi\_4 = \chi\_5 = 0$.

This completes the proof.

\end{proof}

\subsection{Simulation and estimation procedure}

We set the true parameters and distributions as shown in Table \ref{tb:parameter\_setting}.

We follow the setting of PS. For the simulation, we generate 1,000 data sets.

We separately estimate the demand and supply equation using two-stage least squares (2SLS) estimation.

The IVs for the demand estimation are $Z^{d}\_{t} = (Z^{R}\_{t}, Y\_t, H\_{t}, K\_{t})$ and the IVs for the supply estimation are $Z^{c}\_{t} = (Z^{R}\_{t}, W\_{t}, R\_{t}, Y\_t)$.

\begin{table}[!htbp]

\caption{True parameters and distributions}

\label{tb:parameter\_setting}

\begin{center}

\subfloat[Parameters]{

\begin{tabular}{cr}

\hline

& linear \\

$\alpha\_0$ & $10.0$ \\

$\alpha\_1$ & $1.0$ \\

$\alpha\_2$ & $1.0$ \\

$\alpha\_3$ & $1.0$ \\

$\gamma\_0$ & $1.0$ \\

$\gamma\_1$ & $1.0$ \\

$\gamma\_2$ & $1.0$ \\

$\gamma\_3$ & $1.0$\\

$\theta$ & $0.5$ \\

\hline

\end{tabular}

}

\subfloat[Distributions]{

\begin{tabular}{crr}

\hline

& linear\\

Demand shifter& \\

$Y\_t$ & $N(0,1)$ \\

Demand rotation instrument& \\

$Z^{R}\_{t}$ & $N(10,1)$ \\

Cost shifter& \\

$W\_{t}$ & $N(3,1)$ \\

$R\_{t}$ & $N(0,1)$ \\

$H\_{t}$ & $W\_{t}+N(0,1)$ \\

$K\_{t}$ & $R\_{t}+N(0,1)$ \\

Error& & \\

$\varepsilon^{d}\_{t}$ & $N(0,\sigma)$ \\

$\varepsilon^{c}\_{t}$ & $N(0,\sigma)$ \\

\hline

\end{tabular}

}

\end{center}

\footnotesize

Note: $\sigma=\{0.001, 0.5, 2.0\}$. $N:$ Normal distribution. $U:$ Uniform distribution.

\end{table}

\subsection{Details for our simulation settings}

To establish the simulation data, for each model, we first generate the exogenous variables $Y\_t, Z^{R}\_{t}, W\_t, R\_{t}, H\_t$, and $K\_t$ and the error terms $\varepsilon\_{t}^c$ and $\varepsilon\_{t}^d$ applying the data generation process in Table \ref{tb:parameter\_setting}.

We compute the equilibrium quantity $Q\_{t}$ for the linear model by \eqref{eq:quantity\_linear}.

We then compute the equilibrium price $P\_t$ by substituting $Q\_{t}$ and other variables into the demand function \eqref{eq:linear\_demand}.

We estimate the equations using the \texttt{ivreg} package in \texttt{R}.

An important feature of the model is including our interaction term of the endogenous variable $Q\_{t}$ and the IV $Z^{R}\_{t}$.

The \texttt{ivreg} package automatically detects that the endogenous variables are $Q\_{t}$ and the interaction term $Z^{R}\_{t}Q\_{t}$, running the first stage regression for each endogenous variable with the same instruments. To confirm this, we manually write R code to implement the 2SLS model.

When the first stage includes only the regression of $Q\_{t}$, the estimation results from our code differ from the results from \texttt{ivreg}.

However, when we modify the code to regress $Z^{R}\_{t}Q\_{t}$ on the IVs and estimate the second stage using the predicted values of $Q\_{t}$ and $Z^{R}\_{t}Q\_{t}$, the result from our code and the result from \texttt{ivreg} align.

\subsection{Other experiments}

\begin{table}[!htbp]

\caption{Estimation results in Table 2 of from PS}

\label{tb:linear\_linear\_sigma\_Perloff\_Shen}

\begin{center}

\begin{tabular}{cllll}

\hline

& $\sigma=0.001$ & $\sigma=0.5$ & $\sigma=1$ & $\sigma=2$ \\

$\alpha\_0$ & $10.00\ (0.001)$ & $9.96\ (0.33)$ & $9.86\ (0.65)$ & $9.46 (1.20)$ \\

$\alpha\_1$ & $1.00\ (0.004)$ & $0.99\ (1.98)$ & $0.97\ (3.96)$ & $0.88 (7.80)$ \\

$\alpha\_2$ & $1.00\ (0.004)$ & $0.99\ (0.21)$ & $0.97\ (0.42)$ & $0.87\ (0.82)$ \\

$\gamma\_1$ & $0.46\ (0.88)$ & $0.46\ (0.91)$ & $0.47\ (0.93)$ & $0.49\ (1.04)$ \\

$\gamma\_2$ & $5.85\ (7.89)$ & $5.85\ (8.15)$ & $5.78\ (8.21)$ & $5.73\ (8.66)$ \\

$\theta$ & $-0.31\ (1.31)$ & $-0.29\ (1.34)$ & $0.09\ (11.48)$ & $-1.53\ (30.41)$ \\

\hline

\end{tabular}

\end{center}\footnotesize

Note: True parameters: $\alpha\_1 = \alpha\_2 = \gamma\_0 = \gamma\_1 = \gamma\_2 = \gamma\_3 = 1, \alpha\_0 = 10, \alpha\_3 = 0, and \theta = 0.5$. PS exclude $Y\_t$. We change the parameter notations from the original study. Note that PS do not provide $\gamma\_0$ and $\gamma\_3$.

\end{table}

First, we replicate the result in PS. For comparison, we report the mean and SD.

To replicate the result, we exclude the demand shifter $Y\_t$ and assume the coefficient $\alpha\_3$ of $Y\_t$ is zero, indicating that there is no demand shifter for the supply estimation.

For reference, Table \ref{tb:linear\_linear\_sigma\_Perloff\_Shen} is quoted from PS, although we modify some notations.

The sample size in each simulation dataset is 50 and the table shows the mean and SD of the 2SLS estimators from 1,000 simulations, demonstrating that the demand estimation becomes more accurate as the value of the SD of the error terms’ $\sigma$ decreases.

In contrast, the supply-side estimation is still biased and the SD of the conduct parameter becomes larger as the value of $\sigma$ increases.

Our replication results are presented in Table \ref{tb:linear\_linear\_sigma\_1\_without\_demand\_shifter\_y}.

Each panel presents the simulation results under different error term SDs.

This result uses the same data generation process as PS.

To determine whether we can correctly replicate the result in PS, we focus on the first two columns in each panel.

These two columns show the mean and SD of the simulation result when the sample size is 50.

While the demand parameter can be accurately estimated, although the value of $\sigma$ becomes higher, the supply-side parameter is biased.

In particular, when $\sigma$ is large and the sample size is small, the SDs of parameters in the supply-side equation become large.

Thus, we reveal the patterns in PS that do not provide any details.

As PS fix the sample size to 50, we also examine the effect of changing the sample size.

As expected, increasing the sample size given a value of $\sigma$ decreases the SD of the parameter in the supply equation.

However, no simulation result is close to the true values of the supply and conduct parameter.

These results are consistent with PS.

\begin{table}[!htbp]

\begin{center}

\caption{Estimation results of the linear model without demand shifter}

\label{tb:linear\_linear\_sigma\_1\_without\_demand\_shifter\_y}

\subfloat[$\sigma=0.001$]{\input{figuretable/linear\_linear\_sigma\_0.001\_without\_demand\_shifter\_y}}\\

\subfloat[$\sigma=0.5$]{\input{figuretable/linear\_linear\_sigma\_0.5\_without\_demand\_shifter\_y}}\\

\end{center}\footnotesize

Note: True parameters: $\alpha\_1 = \alpha\_2 = \gamma\_0 = \gamma\_1 = \gamma\_2 = 1, \alpha\_0 = 10, \theta = 0.5.$ and $\alpha\_3 =0$. For comparison, we report mean and SD.

\end{table}

\begin{table}[!htbp]

\ContinuedFloat

\begin{center}

\caption{Estimation results of the linear model without demand shifter (Continued)}

\subfloat[$\sigma=1.0$]{\input{figuretable/linear\_linear\_sigma\_1\_without\_demand\_shifter\_y}}\\

\subfloat[$\sigma=2.0$]{\input{figuretable/linear\_linear\_sigma\_2\_without\_demand\_shifter\_y}}

\end{center}\footnotesize

Note: True parameters: $\alpha\_1 = \alpha\_2 = \gamma\_0 = \gamma\_1 = \gamma\_2 = 1, \alpha\_0 = 10, \theta = 0.5.$ and $\alpha\_3 =0$. For comparison, we report mean and SD.

\end{table}
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