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초록

본 연구는 영화 포스터 이미지와 줄거리 텍스트를 통합적으로 활용하여 영화 장르를 예측하는 멀티모달 인공지능 모델을 제안한다. 기존 영화 장르 분류 연구는 주로 텍스트 또는 이미지 단일 모달리티에 의존하거나 단순한 Early Fusion, Late Fusion을 적용해왔다. 그러나 이러한 접근은 모달 간의 상호작용 정보를 충분히 반영하지 못한다는 한계를 가진다. 본 연구에서는 Cross-Attention 기반 멀티모달 Fusion 구조를 제안하여 포스터 이미지와 줄거리 텍스트 간의 복합적 연관성을 학습한다. 또한 baseline 비교를 위해 CNN, ViT, BERT와 같은 기존 모델과 더불어 YOLO, Faster R-CNN 기반 객체 감지 특징 추출 모델을 추가하여 성능을 검증한다. 제안 모델은 MM-IMDb 데이터셋의 23개 멀티라벨 장르 분류 문제를 대상으로 실험되며, 성능 비교를 통해 Cross-Attention Fusion의 효용성과 설명 가능성을 함께 확보하고자 한다.

1. 서론
   1. 연구 배경 및 동기

영화 장르는 콘텐츠 추천과 분류의 기본 단위로, 온라인 서비스, 영화 검색 플랫폼, 추천 시스템 등에서 중요한 역할을 한다. 기존 영화 장르 분류 연구는 주로 텍스트 기반(줄거리) 자연어 처리 또는 포스터 이미지 기반 컴퓨터 비전에 초점을 맞추어왔다. 그러나 영화 장르는 내러티브와 시각적 스타일의 결합으로 형성되는 만큼, 두 가지 모달리티를 동시에 활용하는 멀티모달 접근이 필요하다.

최근 Transformer 기반 모델(BERT, ViT)과 멀티모달 융합 전략(Attention, CLIP 등)이 활발히 연구되며 성능이 크게 향상되었다. 하지만 영화 장르 예측에서 이미지와 텍스트 간 복잡한 상호관계를 충분히 반영한 연구는 여전히 부족하다. 이에 본 연구는 Cross-Attention 융합 전략을 활용하여 장르 예측 성능과 해석 가능성을 동시에 향상시키고자 한다.

* 1. 연구 목표

본 연구의 최종 목표는 영화 포스터 이미지와 줄거리 텍스트를 동시에 활용하여 영화의 장르를 자동으로 분류하는 멀티모달 모델을 개발하는 것이다. 이를 위해 첫째, MM-IMDb 데이터셋에 포함된 이미지와 텍스트 데이터를 학습에 적합한 형태로 전처리하고, 둘째, 각 모달리티에서 최신 딥러닝 기반 인코더를 사용하여 고차원 표현을 추출한다. 셋째, Early Fusion, Late Fusion, Attention Fusion 등 기존 방식들과 제안하는 Cross-Attention Fusion 구조를 동일한 조건에서 비교 검증한다. 넷째, YOLO와 Faster R-CNN에서 탐지된 포스터 내 객체 특징을 baseline으로 도입하여 추가 비교를 수행함으로써 이미지의 세부 요소가 장르 예측에 어떤 기여를 할 수 있는지 확인한다. 마지막으로, Grad-CAM과 Attention Map 기반 시각화를 통해 모델 예측 근거를 분석하여 설명 가능성 확보까지 지향한다.

* 1. 논문 구성

본 논문은 총 여섯 장으로 구성된다.

제1장은 연구의 동기와 필요성, 연구 목표를 기술한다.

제2장은 멀티모달 영화 장르 분류와 관련된 기존 연구를 종합적으로 검토하고, 본 연구에서 적용하는 핵심 기술들의 배경을 상세히 설명한다.

제3장은 연구 방법론을 다루며, 데이터셋, 전처리 방식, 인코더 구조, 융합 전략, 학습 환경 등을 구체적으로 기술한다.

제4장은 제안 모델을 검증하기 위한 실험 설계와 비교 모델군을 소개한다.

제5장은 실험 결과를 정량적·정성적으로 분석하고, 모델의 해석 가능성에 대해 논의한다.

마지막으로 제6장은 본 연구를 요약하고 주요 기여를 정리하며, 향후 연구 방향을 제안한다.

1. 관련 연구 및 배경

2.1. 선행연구

영화 장르 예측에 대한 초기 연구들은 주로 텍스트 기반의 자연어 처리 기법에 의존하였다. 영화 줄거리 텍스트를 활용한 장르 분석은 문서 분류 접근법과 RNN이나 CNN 같은 신경망 기법을 중심으로 이루어졌다. 그러나 영화 장르를 결정짓는 데에는 시각적 단서 또한 중요한 역할을 한다는 점이 강조되면서 이미지와 텍스트를 함께 고려하는 멀티모달 연구가 등장하게 되었다. Arevalo 등(2017)은 이를 위해 MM-IMDb 데이터셋을 제안하며 CNN 기반 이미지 인코더와 RNN 기반 텍스트 인코더를 Early Fusion으로 결합해 장르를 분류하였다 (Arevalo et al., 2017). 이후 Li 등(2020)은 Late Fusion과 Attention 기반 융합 방식을 도입하여 모달 단위 예측 결과를 결합함으로써 성능을 향상시켰고 (Li et al., 2020), Kiela 등(2019)은 Attention 메커니즘을 포함한 멀티모달 Transformer 구조를 제안하며 텍스트와 이미지 간 연관성을 더 효과적으로 학습할 수 있음을 보여주었다 (Kiela et al., 2019). 최근에는 CLIP이나 LLaVA 등 대규모 Vision-Language 모델(VLM)이 영화 장르 예측에 적용될 가능성을 보이고 있으나, MM-IMDb 데이터셋을 대상으로 Cross-Attention 융합 전략을 본격적으로 활용한 연구는 아직 드문 상황이다.

2.2. 멀티모달 영화 장르 예측과 MM-IMDb 데이터셋

MM-IMDb는 영화 장르 예측을 위한 대표적인 멀티모달 데이터셋으로, 약 25,000편 이상의 영화를 포함하고 있으며 각 영화에는 포스터 이미지, 줄거리 텍스트, 그리고 23개의 장르 멀티라벨이 제공된다 (Arevalo et al., 2017; Innovatiana, 2025). 이 데이터셋은 한 영화가 복수의 장르에 동시에 속할 수 있도록 구성되어 있으며, 이는 실제 영화 산업의 속성을 잘 반영한다. 기존 연구들은 CNN 및 ResNet 기반 모델을 활용하여 포스터 이미지를 인코딩하고, Word2Vec, GloVe, 그리고 최근에는 BERT와 같은 Transformer 기반 모델을 사용하여 줄거리 텍스트를 임베딩한 뒤 단순 결합하는 방식을 채택하는 경우가 많았다. 그러나 이러한 방식은 이미지와 텍스트 사이의 깊이 있는 상호작용을 충분히 반영하지 못하는 한계가 존재한다. 따라서 본 연구에서는 MM-IMDb 데이터셋을 바탕으로 이러한 약점을 극복하고자 하며, 특히 Cross-Attention 구조를 적용하여 기존 방식보다 더 풍부한 모달 간 연결 구조를 구현하고자 한다.

2.3. 멀티모달 융합 전략

멀티모달 학습에서 가장 큰 도전은 서로 다른 모달리티로부터 추출된 특징을 효과적으로 결합하는 것이다. 기존에 널리 연구된 융합 전략은 Early Fusion, Late Fusion, Attention Fusion으로 구분할 수 있다 (Li et al., 2020; Kiela et al., 2019). Early Fusion은 텍스트와 이미지의 임베딩 벡터를 단순히 하나의 벡터로 병합하는 방법으로 구현이 간단하다는 장점이 있으나, 모달 간 관계를 충분히 반영하지 못한다. Late Fusion은 텍스트와 이미지 각각을 독립적으로 학습시킨 다음, 각 분류 결과를 결합하는 방식으로 모달 독립성을 강조할 수 있지만 모달 간 상호작용 정보는 제한된다. Attention Fusion은 모달리티별로 중요도를 계산해 가중치를 반영하는 방식으로, 단순 병합이나 독립 결합보다는 정교하지만 여전히 제한적이다. 이에 비해 Cross-Attention은 텍스트 토큰과 이미지 패치가 서로 Query, Key, Value 역할을 주고받으며 상호작용하기 때문에 모달 간 의미를 교차적으로 학습할 수 있다. 2025년 연구 동향에서도 멀티모달 AI 연구의 핵심은 데이터 융합이며 복수 모달 간 상호작용을 최적화하는 방식으로 발전하고 있음을 지적하고 있어 (Shaip, 2025; Web Search Result 1), Cross-Attention은 매우 유망한 방법론이라 할 수 있다.

2.4. Vision Transformer (ViT)

Vision Transformer(ViT)는 이미지를 일정한 크기의 패치로 나누어 각각을 토큰으로 취급하고, 이를 Transformer의 Self-Attention 메커니즘에 입력하여 이미지를 처리하는 구조이다. 이 모델은 CNN이 주로 지역적 특징을 잘 학습하는 반면, 전역적인 문맥 정보를 포착하는 데에 강점을 가진다. 영화 포스터와 같은 시각 자료에는 색감, 인물 배치, 배경 처리와 같은 전역적 요소가 장르를 결정짓는 중요한 단서가 되므로, ViT는 영화 장르 분류에 적합한 선택이라고 할 수 있다 (Dosovitskiy et al., 2021).

2.5. BERT 및 RoBERTa

자연어 처리 영역에서는 Transformer 기반 언어모델이 영화 줄거리와 같은 문맥적 서사 텍스트를 처리하는 데 큰 성과를 거두었다. BERT는 양방향적으로 문맥을 학습하여 문장 내 단어의 의미를 보다 정밀하게 추출할 수 있으며 (Devlin et al., 2019), RoBERTa는 BERT의 학습 절차를 최적화하고 더 많은 데이터를 사용하여 개선된 성능을 보여준다 (Liu et al., 2019). 영화 줄거리에는 인물, 사건, 감정적 분위기 등 장르의 특성이 드러나는 중요한 신호들이 포함되어 있는데, BERT 계열 모델은 이러한 서사적 단서를 효과적으로 학습하여 장르 분류의 성능을 높일 수 있다.

2.6. 객체 탐지 모델 (YOLO, Faster R-CNN)

객체 탐지 모델은 이미지 속 특정 물체들을 인식하고 그 위치를 특정하는 기술로, 영화 포스터 분석에서도 유용하게 활용될 수 있다. YOLO(You Only Look Once)는 이미지를 한 번의 연산으로 처리하여 빠르고 효율적인 탐지가 가능하다는 점에서 강점을 가진다 (Redmon et al., 2016; Web Search Result 2). 반면 Faster R-CNN은 두 단계 접근 방식으로 후보 영역을 먼저 제안하고 이를 정밀하게 분류하기 때문에 속도는 느리지만 탐지 정확도가 높다는 장점을 가진다 (Ren et al., 2015). 영화 포스터는 특정 인물, 무기, 배경 요소 같은 시각적 단서가 장르 예측에 직접적인 영향을 미치므로, YOLO와 Faster R-CNN은 포스터에서 이러한 세부 요소를 자동으로 추출하여 baseline 모델로 유의미한 특징을 제공할 수 있다.

1. 연구방법론
   1. 연구 개요

본 연구의 방법론은 크게 네 단계로 구성된다. 먼저 데이터 전처리를 통해 MM-IMDb 데이터셋의 이미지와 텍스트를 분석 가능한 형태로 가공한다. 다음으로 각 모달리티에서 대표적인 딥러닝 모델들을 활용하여 특징을 추출한다. 이후 멀티모달 융합 단계에서는 다양한 융합 전략을 비교하고, 제안하는 Cross-Attention 기반 구조를 설계한다. 마지막으로 모델 학습 및 평가를 수행하면서 성능을 검증하고, 설명 가능한 AI(XAI) 기법을 통해 모델의 해석 가능성까지 확보한다.

* 1. 데이터셋

연구에 사용되는 데이터셋은 MM-IMDb로, 약 25,000편의 영화를 포함하고 있으며 포스터 이미지와 줄거리 텍스트, 그리고 23개의 멀티라벨 장르 정보를 제공한다. 각 샘플은 다중 장르 분류 문제를 구성할 수 있는 구조를 갖추고 있어 본 연구의 목적에 적합하다. 데이터셋은 학습용, 검증용, 테스트용으로 각각 70%, 15%, 15%의 비율로 분할하여 모델 훈련과 성능 평가에 활용된다. 이러한 구성은 데이터셋의 균형성을 보장하면서 과적합을 방지하기 위한 것이다.

* 1. 데이터 전처리

포스터 이미지는 학습 효율성을 높이기 위해 224×224의 크기로 리사이즈하고, 픽셀값을 정규화한다. 데이터의 일반화 성능을 높이기 위해 랜덤 크롭, 좌우 반전, 색상 변화와 같은 증강 기법도 일부 적용한다. 줄거리 텍스트는 소문자 표준화, 불용어 및 특수문자 제거 과정을 거친 뒤 BERT 토크나이저에서 요구하는 형식으로 변환된다. 각 문장은 최대 512 토큰 길이로 제한되며, 길이가 부족한 경우 padding이 적용된다. 이러한 전처리 과정을 통해 데이터는 학습 모델에 최적화된 형태로 정제된다.

* 1. 모달리티별 특징 추출

이미지 모달리티에서는 CNN 계열의 ResNet50과 Transformer 계열의 Vision Transformer(ViT)를 활용한다. ResNet은 이미지의 지역적 특징을 안정적으로 포착할 수 있으며, ViT는 포스터 전체의 전역적 문맥을 반영하는 데 효과적이다. 텍스트 모달리티에서는 BERT와 RoBERTa를 사용한다. 두 모델은 Transformer 기반 언어모델로, 영화 줄거리와 같은 긴 서사적 텍스트에서 핵심적 의미를 효과적으로 학습할 수 있다는 장점을 가진다. 또한 baseline 모델군에는 YOLO와 Faster R-CNN을 포함시켜, 포스터 내 주요 객체(예: 무기, 인물, 배경 요소)를 탐지하고 이를 벡터 형태의 부가 특징으로 변환한다. 이 과정을 통해 추출된 객체 정보는 장르 분류의 보조 단서로 사용된다.

* 1. 멀티모달 융합 전략

본 연구에서는 다양한 멀티모달 융합 전략을 구현하여 성능을 비교한다. 먼저 Early Fusion은 이미지와 텍스트 특징 벡터를 단순히 병합하여 분류기에 입력하는 방식이다. Late Fusion은 독립적으로 학습된 각 모달리티 분류 결과를 결합하여 최종 예측으로 반영한다. Attention Fusion은 모달리티별 중요도를 가중치로 부여하여 두 입력의 결합을 보다 유연하게 조정한다. 마지막으로 본 연구에서 제안하는 Cross-Attention Fusion은 텍스트와 이미지가 서로 Query, Key, Value로 작용하며 상호 정보를 교환하는 구조이다. 이를 통해 포스터에서 추출된 시각적 단서와 줄거리 텍스트 속 의미적 단서를 함께 학습하여, 기존 방법들보다 정교한 장르 예측이 가능하게 한다.

* 1. 학습 및 평가 설정

모델 학습은 PyTorch 프레임워크에서 수행되며 GPU 기반 연산을 활용한다. Optimizer로는 AdamW가 사용되며, 학습 안정성을 위해 learning rate warm-up을 적용한다. 손실 함수는 멀티라벨 분류에 적합한 Binary Cross-Entropy with Logits Loss를 활용한다. 평가 지표로는 전체 정확도(Accuracy), 장르별 정밀도(Precision), 재현율(Recall), F1-score, ROC-AUC, mean Average Precision(mAP)을 사용하여 성능을 다각도로 측정한다.

* 1. 설명가능성 (XAI) 적용

모델의 해석 가능성을 확보하기 위해 Grad-CAM을 활용하여 포스터 이미지 중 어느 영역이 장르 예측에 기여했는지를 시각적으로 강조한다. 또한 Cross-Attention 융합 구조에서 산출된 Attention 가중치를 분석함으로써, 줄거리 텍스트의 어떤 단어가 특정 장르 예측에 결정적 역할을 했는지 보여준다. 이를 통해 단순 성능 비교를 넘어, 모델이 실제로 어떤 요소를 근거로 판단하는지 설명할 수 있으며, 이는 실질적 응용 및 연구 기여도 측면에서 중요한 의미를 가진다.

1. 실험 (TBD)

4.1 실험 목적

본 연구의 실험 목적은 제안된 Cross-Attention 기반 멀티모달 장르 예측 모델이 기존의 융합 방식과 비교했을 때 실제로 더 높은 성능과 해석 가능성을 제공하는지 검증하는 데 있다. 기존의 Early Fusion은 단순한 결합 방식이었고, Late Fusion은 모달리티 독립성을 강조했으며, Attention Fusion은 가중치를 활용하여 유연성을 부여했지만 여전히 모달 간 풍부한 상호작용은 학습하기 어려웠다. 또한 이미지 단독 기반 모델(CNN, ViT), 텍스트 단독 기반 모델(BERT), 객체 탐지 기반 모델(YOLO, Faster R-CNN) 역시 부분적인 정보에만 의존하기 때문에 장르 예측에서 한계를 보인다. 따라서 본 실험에서는 이러한 다양한 baseline 모델과 비교하여 Cross-Attention Fusion 구조의 우수성을 입증하는 것을 목표로 한다.

4.2 비교 모델군

본 연구의 실험에 포함되는 비교 모델군은 크게 다섯 가지 범주로 나눌 수 있다.

첫째, 텍스트 단일 모달리티 기반 모델로 BERT와 RoBERTa를 활용하여 줄거리 서사를 독립적으로 학습한 분류 모델을 설정하였다. 이는 기존 연구에서 가장 보편적으로 사용된 접근 방식으로, 본 연구의 성능 비교 기준점이 된다.

둘째, 이미지 단일 모달리티 기반 모델로는 CNN 계열의 ResNet50과 Transformer 기반의 Vision Transformer(ViT)를 사용한다. ResNet은 포스터의 지역적 특징을 잘 포착하는 장점이 있고, ViT는 이미지의 전역적 문맥 정보를 학습하는 능력이 탁월하다.

셋째, 객체 탐지 기반 모델을 baseline으로 포함한다. YOLO는 빠르고 효율적인 one-stage 탐지 모델이며, Faster R-CNN은 두 단계 탐지를 통해 높은 정확도를 보이는 모델이다. 두 모델을 활용하여 영화 포스터에서 인물, 무기, 배경과 같은 중요한 객체를 추출하고 이를 특징 벡터로 변환하여 장르 분류 성능에 반영함으로써, 객체 단서의 기여도를 확인한다.

넷째, 기존 멀티모달 융합 모델로 Early Fusion, Late Fusion, Attention Fusion을 구현한다. 이는 각각의 융합 전략이 Cross-Attention과 비교했을 때 어떤 성능 차이를 보이는지 검증하기 위해 사용된다.

마지막으로, 제안 모델인 Cross-Attention 기반 Fusion 구조를 학습시킨다. 이 모델에서는 줄거리의 텍스트 토큰과 포스터의 이미지 패치가 서로 Attention을 주고받으며 상호작용을 학습한다. 이를 통해 기존 모델보다 더 정교한 멀티모달 의미 관계를 파악할 수 있을 것으로 기대된다.

4.3 실험 절차

본 연구의 실험 절차는 다음과 같은 일련의 과정으로 이루어진다.

첫째, 데이터 로딩 및 전처리 단계에서는 MM-IMDb 데이터셋을 불러오고, 이미지 전처리(리사이징, 정규화, 데이터 증강)와 텍스트 전처리(BERT 토크나이징, padding, truncation)를 수행한다.

둘째, 추출 단계에서는 이미지 모달리티에서 ResNet50, ViT, YOLO, Faster R-CNN을 통해 시각적 특징을 도출하고, 텍스트 모달리티에서는 BERT와 RoBERTa를 통해 언어 표현 벡터를 추출한다.

셋째, 융합 단계에서는 Early Fusion, Late Fusion, Attention Fusion, Cross-Attention Fusion 네 가지 방식을 각각 적용한다. 특히 Cross-Attention에서는 Query-Key-Value Attention 메커니즘을 통해 텍스트와 이미지가 서로 교차적으로 정보를 주고받으며 결합된다.

넷째, 분류 단계에서는 결합된 멀티모달 벡터를 Fully Connected Layer 기반 분류기에 입력하여 23개 영화 장르에 대한 멀티라벨 분류를 수행한다. 이때 Binary Cross-Entropy with Logits Loss를 사용하여 최적화한다.

다섯째, 평가 단계에서는 Accuracy, Precision, Recall, F1-score, ROC-AUC, mAP와 같은 다양한 지표를 활용하여 모델 성능을 정량적으로 측정한다. 또한 Grad-CAM과 Attention Map을 통해 포스터의 특정 영역이나 줄거리의 특정 단어가 예측에 영향을 미친 정도를 시각화하여 정성적 분석을 병행한다.

이 과정을 통해 본 연구에서는 다양한 baseline들과 비교하여 Cross-Attention Fusion 모델의 상대적 성능 차이를 명확하게 도출할 수 있으며, 나아가 모델이 학습한 멀티모달 의미 관계의 타당성을 설명할 수 있다.

1. 결과 및 분석 (TBD)
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