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**Abstract**

Our goal was to create a deep neural network that can generate comments based on comments on reddit written by real people. We implemented three different models for the problem and we compared them to each other based on their ability to generate meaningful comments.

1 Introduction

Natural language processing is a very popular field in deep learning. There are different approaches to it, and we implemented three of them to see which one is the most suitable method. The three methods are character based, word based and word2vec based approach.

The first one is to think of comments as character sequences, so the network only predicts one character at a time. We use a recurrent neural network for this problem, more specifically L(ong) S(hort) T(erm) M(emory) network. The word based approach is very similar to this, except this time the text is interpreted as a sequence of words and the model predicts a word based on the previous words.

The last approach is a word2vec‑based solution where we predict the next word by defining a context for each word and examining the similarity of these contexts.

2 Implementation

2.1 Obtaining data

In order to get a major number of Reddit comments we decided to use the Rest API of Reddit.

The content of comment\_collector.py is responsible for downloading the relevant data from the website. To achieve that it was also required to register a new account, so we can use its id to obtain the data.

The script stores the data in a json file called *askreddit.json*. It should be put to the data directory, so the below methods could find it.

2.2 Training and testing

We made three different solutions:

* Character based,
* Word based,
* Word2vec based.

These methods require different preprocessing, training and testing approach. The following section will explain the above solutions in detail.

2.2.1 Character-based

The training and testing are implemented in the *character\_based\_lstm\_learning.py* source file. The training is implemented using keras, so it is required to be installed. The GPU version is also recommended as the training is relatively slow (1 - 1.5 hours on a 1050 TI). The hyperas package is also needed.

The training starts with a hyperparameter optimization phase, where we train our model for 10 epochs. After that, we choose the best model and further train it with 10 epochs 9 times, and save each iteration into the models directory. The batch size used for the training is 128. This process can be invoked by calling the train\_model() function at the end of the file.

The model architecture is a classic LSTM network, where the input dimension is (40, 1), the output dimension is (n, 1) where n is the number of unique characters. There are two inner lstm layers, each with 512 memory cells and a dropout layer. The dropout probabilites are 0.4 and 0.25. After the second LSTM layer there is a dense layer which is the output layer and uses softmax activation. The hyperparameters used for optimizing were the number of cells in the LSTM layers, the value of dropout layers, and the batch size used for the training.

If we want to test the network we can call the test\_data() function. It reads one of the previously trained networks (the last one by default), chooses a random comment from the data set, then generates 400 additional character based on that comment. The iteration parameter of the function determines which model to load from 0-9, where 9 is the one which we trained for the most epochs.

If you don't want to do both training and testing, you have to comment one of the above function calls at the end of the *character\_based\_lstm\_learning.py file* and running it like that.

The generated output of the final model is far away from being meaningful. It was generated from a random comment chosen from the dataset.
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The reason for this is probably the model being too small. Also the model probably needs more training, which we did not have the computing performance for. However, this is a lot better than the model after the first few iterations, as that could only repeat a few characters after each other.

Usage**:**

* Make sure the *static-data/single-submission-comments-3.json* exists.
* Simply run the *character\_based\_lstm\_learning.py* file (comment out *train\_model()* to test without training).

2.2.1 Word-based

The word based deep learning is a separate part of the project, which aims to solve the same problem with a different approach.

The relevant files are *word\_preprocess.py* and *word\_learning.py*.

The content *of word\_preprocess.py* is responsible for preprocessing the downloaded Reddit comments (supported by *comment\_collector.py)* in a manner that it can be used to create a word-based learning on comments later on.

Our goal is to create a bidirectional map of words which maps the words to a one-hot encoded integer representation. Also, each word is paired up with an n-gram context[1], which basically means the words occurred in the same line before the current word.

That way we can predict the next word based on the n-gram context.

Regarding the model itself, we used an LSTM network for learning the coherence of the words, and softmax is used as the activation of the output. The design of the model can be found in word\_learning.py. The output of the network is vector of probabilities representing the likelihood of a word coming after the current word in a sentence. As a future plan we would like to take rating of the comments into consideration as well.

The hyperparameters of the model were chosen with a manual approach based on our intuition and several attempts. With adam optimization and categorical crossentropy as a loss function the model seems to work pretty well.

Usage:

* Make sure *data/askreddit.json* is available (run *comment\_collector.py* if not).
* Run *word\_learning.py*. The output of the algorithm can be found in the output.

2.2.2 Word2vec approach

As an alternative to the above two solutions we created a Keras implementation of a word2vec approach which aims to create a comment based on popularity and based on some kind of similarity between two words.

The *word2vec\_learning.py* file contains the preprocessing and the learning part of this method as well. The preprocessing part is slightly different compared to the solutions above. From the comments we need the following information:

* An integer representation of each word. To achieve that we created a bidirectional map of integer-word pairs.
* The mean "score" of each word. It means the we calculated the mean popularity of those comments which contains at least once the current word. In order to achieve that it was also needed to calculate the occurrences of the words.

This implementation of *word2vec* uses Negative sampling[1] in order to replace the expensive *softmax* activation with a simple sigmoid activation. We decided to use *Skip-gram*[2] which predicts surrounding context based on the target word. As an alternative we tried out using *CBOW*[2], but Skip-gram turned out to be more effective in this scenario.

As a similarity measure - which is the core of the word2vec learning process - we decided to use cosine similarity score[3], because it is used nowadays in most of the projects with similar problems.

The learning process is the following:

* The network takes two words - represented as an integer - as an input.
* The two integers are converted to a vector representation with the help of a network layer. This is an embedding layer which has a functionality similar to a lookup table. The goal of the network is to teach this lookup table to return "similar" vectors to similar words, and vectors with more distance in case the input words are not similar.
* We create a dot product of the two vectors which represents the two input words. Also calculate the cosine similarity score.
* The output of the network is a simple node with sigmoid activation. The output will be close to 1 if the words were similar. It will be close to 0 in case the words are used in a really different context.

We can use the above network to predict words with similar context. Although this is a big success it is also needed to use up the popularity score of the words too. In order to do that we decided to do the following:

1. Teach the *word2vec* neural network with the preprocessed comments.
2. Start a sentence with a random word. The word "the" is used for testing.
3. Run the prediction on each word in the dictionary paired up with the current word. Find the top *n* similar words. *n = 8* is used for testing.
4. Choose the one with the maximum popularity score from the top n similar words. This will be the next word. GOTO 2.

Theoretically the above algorithm can run forever although it will run into an infinite cycle most likely. In order to avoid that it would make sense to add a random choosing factor to the algorithm, but it is not implemented yet.

Usage:

* Make sure *data/askreddit.json* is available (run *comment\_collector.py* if not).
* Run *word2vec\_learning.py*. It will take a while. One can see the predicted words in the output.

2.3 Summary

**4 Future Plans**

The character based and the word2vec has some more potential, we should try to build bigger models and/or train them more.
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