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**Постановка задачи**

**Вариант 8.**

В файле записаны команды вида:«число число число<endline>». Дочерний процесс производит деление первого числа команда, на последующие числа в команде, а результат выводит в стандартный поток вывода. Если происходит деление на 0, то тогда дочерний и родительский процесс завершают свою работу. Проверка деления на 0 должна осуществляться на стороне дочернего процесса. Числа имеют тип int. Количество чисел может быть произвольным.

**Общий метод и алгоритм решения**

Использованные системные вызовы:

* pid\_t fork(void); – создает дочерний процесс;
* int shm\_open(const char \*name, int oflag, mode\_t mode) – создание или открытие объекта в разделенной памяти (в реальном времени);
* int ftruncate(int fd, off\_t length) - обрезают обычный файл, указанный по имени path или ссылке fd, до размера, указанного в length (в байтах);
* int shm\_unlink(const char \*name) – удаляет объект общей памяти (в реальном времени);
* void \*mmap(void \*addr, size\_t length, int prot, int flags, int fd, off\_t offset) – отображение файлов или устройств в память;
* int munmap(void \*addr, size\_t length);
* int execl(const char \*path, const char \*arg,…/\* (char \*) NULL \*/) – заменяет текущий процесс другим процессом;
* pid\_t wait(int \*stat\_loc) – блокирует процесс до тех пор, пока один из его дочерних процессов не выйдет или не будет получен сигнал.

Эта лабораторная работа демонстрирует создание и взаимодействие процессов в ОС Linux с использованием разделяемой памяти (shared memory).

Программа состоит из двух частей:

1. Родительский процесс (parent.c):

* Создаёт разделяемую память;
* Записывает в неё имя файла и команду;
* Создаёт дочерний процесс (fork()), который выполняет вычисления;
* Ожидает завершения работы дочернего процесса;
* Читает результат из памяти.

1. Дочерний процесс (child.c):

* Подключается к разделяемой памяти;
* Читает из неё имя файла и команду;
* Разбирает команду на числа и выполняет деление;
* Записывает результат в разделяемую память и файл;
* Если встречается деление на 0, процесс завершает работу.

**Код программы**

**parent.c**

#include <stdio.h>

#include <stdlib.h>

#include <string.h>

#include <sys/mman.h>

#include <sys/stat.h>

#include <fcntl.h>

#include <unistd.h>

#include <sys/wait.h>

#define BUFFER\_SIZE 1024

#define SHM\_NAME "/my\_shared\_memory"

int main()

{

int shm\_fd;

char \*shm\_ptr;

shm\_fd = shm\_open(SHM\_NAME, O\_CREAT | O\_RDWR, 0666);

if (shm\_fd == -1)

{

perror("Failed to create shared memory");

return 1;

}

if (ftruncate(shm\_fd, BUFFER\_SIZE) == -1)

{

perror("Failed to set the size of shared memory");

close(shm\_fd);

shm\_unlink(SHM\_NAME);

return 1;

}

shm\_ptr = mmap(0, BUFFER\_SIZE, PROT\_READ | PROT\_WRITE, MAP\_SHARED, shm\_fd, 0);

if (shm\_ptr == MAP\_FAILED)

{

perror("Memory mapping failed");

close(shm\_fd);

shm\_unlink(SHM\_NAME);

return 1;

}

char fileName[BUFFER\_SIZE];

printf("Enter the filename: ");

scanf("%s", fileName);

char command[BUFFER\_SIZE];

printf("Enter the command (numbers separated by spaces): ");

getchar();

fgets(command, BUFFER\_SIZE, stdin);

snprintf(shm\_ptr, BUFFER\_SIZE, "%s\n%s", fileName, command);

pid\_t pid = fork();

if (pid == -1)

{

perror("Fork failed");

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

shm\_unlink(SHM\_NAME);

return 1;

}

if (pid == 0)

{

execl("./child", "child", (char \*)NULL);

perror("execl failed");

return 1;

}

else

{

wait(NULL);

printf("Child process output: %s\n", shm\_ptr);

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

shm\_unlink(SHM\_NAME);

}

return 0;

}

**child.c**

#include <stdio.h>

#include <stdlib.h>

#include <string.h>

#include <sys/mman.h>

#include <sys/stat.h>

#include <fcntl.h>

#include <unistd.h>

#define BUFFER\_SIZE 1024

#define SHM\_NAME "/my\_shared\_memory"

int main()

{

int shm\_fd;

char \*shm\_ptr;

shm\_fd = shm\_open(SHM\_NAME, O\_RDWR, 0666);

if (shm\_fd == -1)

{

perror("Failed to open shared memory");

return 1;

}

shm\_ptr = mmap(0, BUFFER\_SIZE, PROT\_READ | PROT\_WRITE, MAP\_SHARED, shm\_fd, 0);

if (shm\_ptr == MAP\_FAILED)

{

perror("Memory mapping failed");

close(shm\_fd);

return 1;

}

char fileName[BUFFER\_SIZE];

char command[BUFFER\_SIZE];

sscanf(shm\_ptr, "%[^\n]\n%[^\n]", fileName, command);

FILE \*file = fopen(fileName, "w");

if (file == NULL)

{

perror("Failed to open file");

snprintf(shm\_ptr, BUFFER\_SIZE, "Error: Failed to open file.\n");

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

return 1;

}

int numbers[BUFFER\_SIZE], num\_count = 0;

char \*token = strtok(command, " ");

while (token != NULL)

{

numbers[num\_count++] = atoi(token);

token = strtok(NULL, " ");

}

if (num\_count < 2)

{

snprintf(shm\_ptr, BUFFER\_SIZE, "Error: Not enough numbers in command.\n");

fprintf(file, "Error: Not enough numbers in command.\n");

fclose(file);

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

return 1;

}

int result = numbers[0];

for (int i = 1; i < num\_count; i++)

{

if (numbers[i] == 0)

{

snprintf(shm\_ptr, BUFFER\_SIZE, "Error: Division by zero.\n");

fprintf(file, "Error: Division by zero.\n");

fclose(file);

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

return 1;

}

result /= numbers[i];

}

fprintf(file, "Result: %d\n", result);

snprintf(shm\_ptr, BUFFER\_SIZE, "Result: %d\n", result);

fclose(file);

munmap(shm\_ptr, BUFFER\_SIZE);

close(shm\_fd);

return 0;

}

**Протокол работы программы**

**Тестирование:**

gcc parent.c -o parent

gcc child.c -o child

./parent

Enter the filename: output.txt

Enter the command (numbers separated by spaces): 100 2 5

Child process output: Result: 10

./parent

Enter the filename: output.txt

Enter the command (numbers separated by spaces): 100 2 0

Child process output: Error: Division by zero.

./parent

Enter the filename: ouput.txt

Enter the command (numbers separated by spaces): qwe

Child process output: Error: Not enough numbers in command.

./parent

Enter the filename: output.txt

Enter the command (numbers separated by spaces):

Child process output: Error: Not enough numbers in command.

**Strace:**

$ strace -f ./main

execve("./parent", ["./parent"], 0xfffff901bff8 /\* 30 vars \*/) = 0

brk(NULL) = 0xaaaac5cbf000

**mmap(NULL, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffff8d7b5000**

faccessat(AT\_FDCWD, "/etc/ld.so.preload", R\_OK) = -1 ENOENT (No such file or directory)

openat(AT\_FDCWD, "/etc/ld.so.cache", O\_RDONLY|O\_CLOEXEC) = 3

newfstatat(3, "", {st\_mode=S\_IFREG|0644, st\_size=12079, ...}, AT\_EMPTY\_PATH) = 0

mmap(NULL, 12079, PROT\_READ, MAP\_PRIVATE, 3, 0) = 0xffff8d7b2000

close(3) = 0

openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libc.so.6", O\_RDONLY|O\_CLOEXEC) = 3

read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\340u\2\0\0\0\0\0"..., 832) = 832

newfstatat(3, "", {st\_mode=S\_IFREG|0755, st\_size=1637400, ...}, AT\_EMPTY\_PATH) = 0

mmap(NULL, 1805928, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffff8d5c7000

mmap(0xffff8d5d0000, 1740392, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffff8d5d0000

munmap(0xffff8d5c7000, 36864) = 0

munmap(0xffff8d779000, 28264) = 0

mprotect(0xffff8d758000, 61440, PROT\_NONE) = 0

mmap(0xffff8d767000, 24576, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x187000) = 0xffff8d767000

mmap(0xffff8d76d000, 48744, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_ANONYMOUS, -1, 0) = 0xffff8d76d000

close(3) = 0

set\_tid\_address(0xffff8d7b5f50) = 1682

set\_robust\_list(0xffff8d7b5f60, 24) = 0

rseq(0xffff8d7b6620, 0x20, 0, 0xd428bc00) = 0

mprotect(0xffff8d767000, 16384, PROT\_READ) = 0

mprotect(0xaaaab7301000, 4096, PROT\_READ) = 0

mprotect(0xffff8d7ba000, 8192, PROT\_READ) = 0

prlimit64(0, RLIMIT\_STACK, NULL, {rlim\_cur=8192\*1024, rlim\_max=RLIM64\_INFINITY}) = 0

munmap(0xffff8d7b2000, 12079) = 0

**openat(AT\_FDCWD, "/dev/shm/my\_shared\_memory", O\_RDWR|O\_CREAT|O\_NOFOLLOW|O\_CLOEXEC, 0666) = 3**

**ftruncate(3, 1024)** = 0

**mmap(NULL, 1024, PROT\_READ|PROT\_WRITE, MAP\_SHARED, 3, 0) = 0xffff8d7b4000**

newfstatat(1, "", {st\_mode=S\_IFCHR|0620, st\_rdev=makedev(0x88, 0), ...}, AT\_EMPTY\_PATH) = 0

getrandom("\x0d\x4c\x9f\x0e\x06\x3d\x96\x07", 8, GRND\_NONBLOCK) = 8

brk(NULL) = 0xaaaac5cbf000

brk(0xaaaac5ce0000) = 0xaaaac5ce0000

newfstatat(0, "", {st\_mode=S\_IFIFO|0600, st\_size=0, ...}, AT\_EMPTY\_PATH) = 0

read(0, "100 2 3", 4096) = 7

read(0, "", 4096) = 0

clone(child\_stack=NULL, flags=CLONE\_CHILD\_CLEARTID|CLONE\_CHILD\_SETTID|SIGCHLD, child\_tidptr=0xffff8d7b5f50) = 1683

strace: Process 1683 attached

[pid 1682] wait4(-1, <unfinished ...>

[pid 1683] set\_robust\_list(0xffff8d7b5f60, 24) = 0

[pid 1683] execve("./child", ["child"], 0xffffc8f7ae48 /\* 30 vars \*/) = 0

[pid 1683] brk(NULL) = 0xaaab29af7000

[pid 1683] mmap(NULL, 8192, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffffa778e000

[pid 1683] faccessat(AT\_FDCWD, "/etc/ld.so.preload", R\_OK) = -1 ENOENT (No such file or directory)

[pid 1683] openat(AT\_FDCWD, "/etc/ld.so.cache", O\_RDONLY|O\_CLOEXEC) = 3

[pid 1683] newfstatat(3, "", {st\_mode=S\_IFREG|0644, st\_size=12079, ...}, AT\_EMPTY\_PATH) = 0

[pid 1683] mmap(NULL, 12079, PROT\_READ, MAP\_PRIVATE, 3, 0) = 0xffffa778b000

[pid 1683] close(3) = 0

[pid 1683] openat(AT\_FDCWD, "/lib/aarch64-linux-gnu/libc.so.6", O\_RDONLY|O\_CLOEXEC) = 3

[pid 1683] read(3, "\177ELF\2\1\1\3\0\0\0\0\0\0\0\0\3\0\267\0\1\0\0\0\340u\2\0\0\0\0\0"..., 832) = 832

[pid 1683] newfstatat(3, "", {st\_mode=S\_IFREG|0755, st\_size=1637400, ...}, AT\_EMPTY\_PATH) = 0

[pid 1683] mmap(NULL, 1805928, PROT\_NONE, MAP\_PRIVATE|MAP\_ANONYMOUS, -1, 0) = 0xffffa75a0000

[pid 1683] mmap(0xffffa75a0000, 1740392, PROT\_READ|PROT\_EXEC, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0) = 0xffffa75a0000

**[pid 1683] munmap(0xffffa7749000, 65128) = 0**

[pid 1683] mprotect(0xffffa7728000, 61440, PROT\_NONE) = 0

[pid 1683] mmap(0xffffa7737000, 24576, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_DENYWRITE, 3, 0x187000) = 0xffffa7737000

[pid 1683] mmap(0xffffa773d000, 48744, PROT\_READ|PROT\_WRITE, MAP\_PRIVATE|MAP\_FIXED|MAP\_ANONYMOUS, -1, 0) = 0xffffa773d000

[pid 1683] close(3) = 0

[pid 1683] set\_tid\_address(0xffffa778ef50) = 1683

[pid 1683] set\_robust\_list(0xffffa778ef60, 24) = 0

[pid 1683] rseq(0xffffa778f620, 0x20, 0, 0xd428bc00) = 0

[pid 1683] mprotect(0xffffa7737000, 16384, PROT\_READ) = 0

[pid 1683] mprotect(0xaaaaea381000, 4096, PROT\_READ) = 0

[pid 1683] mprotect(0xffffa7793000, 8192, PROT\_READ) = 0

[pid 1683] prlimit64(0, RLIMIT\_STACK, NULL, {rlim\_cur=8192\*1024, rlim\_max=RLIM64\_INFINITY}) = 0

**[pid 1683] munmap(0xffffa778b000, 12079) = 0**

**[pid 1683] openat(AT\_FDCWD, "/dev/shm/my\_shared\_memory", O\_RDWR|O\_NOFOLLOW|O\_CLOEXEC) = 3**

[pid 1683] mmap(NULL, 1024, PROT\_READ|PROT\_WRITE, MAP\_SHARED, 3, 0) = 0xffffa778d000

[pid 1683] getrandom("\xb2\xa2\x1b\xda\x56\xce\x0e\xeb", 8, GRND\_NONBLOCK) = 8

[pid 1683] brk(NULL) = 0xaaab29af7000

[pid 1683] brk(0xaaab29b18000) = 0xaaab29b18000

**[pid 1683] openat(AT\_FDCWD, "100", O\_WRONLY|O\_CREAT|O\_TRUNC, 0666) = 4**

[pid 1683] newfstatat(4, "", {st\_mode=S\_IFREG|0644, st\_size=0, ...}, AT\_EMPTY\_PATH) = 0

[pid 1683] write(4, "Result: 0\n", 10) = 10

[pid 1683] close(4) = 0

**[pid 1683] munmap(0xffffa778d000, 1024) = 0**

[pid 1683] close(3) = 0

[pid 1683] exit\_group(0) = ?

[pid 1683] +++ exited with 0 +++

<... wait4 resumed>NULL, 0, NULL) = 1683

--- SIGCHLD {si\_signo=SIGCHLD, si\_code=CLD\_EXITED, si\_pid=1683, si\_uid=1000, si\_status=0, si\_utime=0, si\_stime=0} ---

write(1, "Enter the filename: Enter the co"..., 101) = 101

write(1, "\n", 1) = 1

**munmap(0xffff8d7b4000, 1024) = 0**

close(3) = 0

**unlinkat(AT\_FDCWD, "/dev/shm/my\_shared\_memory", 0) = 0**

exit\_group(0) = ?

+++ exited with 0 +++

**Вывод**

Эта лабораторная работа отлично показывает, как процессы могут общаться между собой через разделяемую память. Я научился создавать процессы (fork()), управлять ими (wait()), передавать данные (mmap()) и загружать другой исполняемый файл (execl()).

Особенно важно, что программа обрабатывает ошибки, например, деление на ноль. Это не просто демонстрация IPC, а реальный пример работы с памятью и процессами в Linux.

В итоге получилось следующее: родительский процесс передаёт данные дочернему, тот выполняет расчёты и возвращает результат. Такой подход используется в реальных системах для оптимизации работы и разделения задач между процессами.