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Abstract

EXPLORING UNIKERNELS FOR SERVERLESS COMPUTING

Nathan Edward Cliffe Jones
A report submitted to The University of Manchester

for the degree of Bachelor of Science, 2023

Serverless computing is a cloud computing paradigm where the cloud service provider
abstracts away the underlying servers and physical infrastructure from the user. Func-
tion as a Service (FaaS) is one example of this that allows developers to write and
deploy application code without having to provision servers or manage any infrastruc-
ture. When building a FaaS platform for developers to use, many requirements need
to be met. Most of these requirements are easy to meet individually, but hard to meet
collectively. Current FaaS platforms use either container or microVM technologies to
meet these requirements, but each technology has its drawbacks.

Unikernels are a new technology that allows users to compile their application code
alongside the kernel code into a single purpose binary image that runs directly on the
hardware or hypervisor. They provide many advantages over traditional methods of
packaging and deploying application code.

This report proposes an extension to an existing serverless platform to make use
of unikernels with the hope that this new extension meets the requirements of a FaaS
platform better than the traditional solutions of containers and microVMs. It explains
the design of this unikernel extension and how it was built. This unikernel extension
is then evaluated by measuring how well it solves the requirements of a FaaS platform
as compared to containers and microVMs.

This paper shows that unikernel based FaaS platforms are not only able to meet
the FaaS platform requirements but actually meet them more closely than microVM or
container based FaaS platforms.
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Chapter 1

Introduction

Serverless computing is a cloud computing paradigm that is used to label cloud ser-
vices that can be used out of the box with little to no configuration of the underlying
servers and infrastructure [25]. Serverless technology has become prevalent because it
allows developers to focus on providing functionality and value through the code they
write without spending time building the underlying infrastructure that the code relies
on.

This project focuses on one specific serverless service all major cloud providers
offer: Function as a Service (FaaS). FaaS allows users to write application code as a
set of functions and then configure a set of events that trigger the functions to execute.
The cloud service provider handles everything else, including provisioning the servers
on which the function executes, routing triggering events to the function, and scaling
the function up and down in response to demand.

Building a FaaS platform is complex, and many requirements must be met. Some
of these requirements oppose each other, meaning it is hard to meet them all effectively.
FaaS platforms currently employ one of two technologies to meet these requirements
as closely as possible: containers and microVMs.

This report first introduces the opposing requirements faced by FaaS platforms
and the technologies currently used to try and meet them. It then introduces a new
technology called unikernels that allows developers to compile their application and
kernel code together into a single executable. The conceptual idea of how a unikernel
based FaaS platform can theoretically meet its requirements better than a microVM or
container based FaaS platform is then explained. This conceptual idea is then realised
as an extension to an existing open-source FaaS platform. Finally, an evaluation is
made by measuring how well the unikernel based extension meets the requirements
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10 CHAPTER 1. INTRODUCTION

compared to traditional technologies.

1.1 Aims and Objectives

The aims and objectives of this project are to:

• Research and gain an understanding of the requirements that need to be met
when building a FaaS platform and the challenges faced when trying to meet
them. Research how existing FaaS platforms try to meet these requirements and
how they overcome the challenges.

• Research and gain an understanding of unikernels and how they have already
been used to improve cloud applications. Conceptualise how unikernels can be
used by a FaaS platform to meet its requirements more closely.

• Propose and implement an extension to an existing FaaS platform to support the
use of unikernels.

• Evaluate how well a unikernel based FaaS platform meets its requirements as
compared to FaaS platforms based on more traditional solutions already in use.

The success criteria for the first two aims are to describe in this report what FaaS
and unikernels are and how unikernels can be used by a FaaS platform to meet its
requirements.

The success criteria of the third and fourth aims are to have a working FaaS plat-
form that can be deployed to a server to handle real function requests. A valid method
must be developed to evaluate how well a unikernel based FaaS platform meets its
requirements. Finally, this evaluation method needs to be executed, and data needs to
be gathered and interpreted to decide if unikernels are a sensible addition to a FaaS
platform.



Chapter 2

Background

2.1 Serverless Computing and FaaS

Computer scientists and software engineers are always looking for ways to abstract
away low level details to allow them to build more extensive and complex systems. For
example, when developers moved from writing machine code to assembly and then
assembly to high-level programming languages. This trend can be seen throughout
computer science and shows itself in cloud computing.

In the past, when a developer needed a database, the developer had to rent or buy
a server, install and maintain an operating system, set up networking, install database
software and more. Nowadays, all of this work can be abstracted away, and the devel-
oper can use a service such as DynamoDB [2] to provision a database without having
to perform any of the abovementioned tasks.

This type of abstraction, where “virtually all the system administration operations”
are handled by the cloud service provider, is called serverless computing [25]. This
trend towards serverless computing allows developers to spend more time writing code
and less time managing infrastructure, meaning they can provide more value to their
customers.

FaaS is a serverless service that allows users to write their application logic in a
set of functions that can be triggered in response to events such as web requests. All
the user has to do is write function code and select a set of triggers. The cloud service
provider handles everything else such as provisioning the servers that the function
executes on, routing triggering events to the function, scaling the function up and down
in response to demand and more.

So why is it important to study and improve serverless and FaaS? As stated by Jonas
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12 CHAPTER 2. BACKGROUND

et al. in Cloud Programming Simplified: A Berkeley View on Serverless Computing
[25], FaaS has many benefits to its users, such as increased programming productivity
and cost savings. It also has many benefits to the cloud service provider, such as
drawing in new customers and increasing the utilisation of their resources. According
to one survey, in 2020, 30% of respondents used ‘serverless architecture/FaaS’; in
2022 this jumped to 53% [13]. There are also many documented serverless success
stories from major enterprise companies such as Bosch, Taco Bell, AstraZeneca, Sky
and Waitrose [9, 6, 4, 5, 7]. Because serverless computing and FaaS have significant
benefits over traditional methods of deploying applications and their usage is growing
at a fast rate, it is essential to study them and try to improve how they operate to
increase the value to both the user and the provider.

2.1.1 FaaS Under the Hood

From the user’s point of view, FaaS is designed to be simple by abstracting away all
the complex management of the underlying servers; however, from the FaaS provider’s
point of view, this is far from simple. Many requirements need to be met when building
a FaaS platform, such as:

1. FaaS providers need to ensure that all running functions are isolated. If one func-
tion is performing a heavy calculation, this should not impact the performance
of another function. More importantly, no function should be able to access the
internal state or alter the intended execution of another function. If this were
to happen, in the best case, a function may exhibit undefined behaviour, but in
the worst case, another user may maliciously access private and sensitive data
from another user’s function. Throughout this paper, the first type of isolation is
referred to as ‘performance isolation’ and the second as ‘operational isolation’.

2. FaaS providers want to minimise their operational costs. To do this, they must
maximise resource utilisation to reduce the computing resources required to run
the FaaS platform.

3. The users want their functions to execute with fast and consistent performance.
Users require consistency so they can model their application and predict how it
scales.

These requirements are referred to throughout this report and are often referred to
generally as ‘the requirements’.



2.1. SERVERLESS COMPUTING AND FAAS 13

These requirements are not hard to meet individually, but it is challenging to meet
them all simultaneously. If a cloud service provider needs to run 100 functions that
each require 1 CPU core, then it is cheaper and easier to buy a single 100-core machine
than to buy 100 single-core machines. Because of this, to maximise resource utilisa-
tion, FaaS platforms run multiple functions on the same machine. This then causes
isolation concerns, so the FaaS platforms have to provide some form of software based
isolation. However, achieving isolation through software causes the function’s perfor-
mance to drop.

Many FaaS platforms already exist and have had to deal with the above require-
ments. Each one provides its own solution, striking a balance between the three re-
quirements:

• AWS Lambda was the first public cloud offering FaaS.

AWS Lambda, like all other FaaS platforms, allows developers to have many
function definitions, each with its own unique name, code and triggers. Through-
out this report, these are referred to as ‘functions’. The term ‘function instance’
is used to refer to the place where a specific function’s code can execute. So
each function has a unique set of function instances that can execute that spe-
cific function’s code, and each function instance can only execute the code of a
specific function.

Functions are executed in response to events. An example of an event may be
someone updating a file or making a web request. These events can be consid-
ered as requests to invoke the function. These are referred to as ‘function invoke
requests’ or just ‘invoke requests’.

On AWS, each function instance is a virtual machine (VM), and each VM only
serves one invoke request at a time. So if 100 simultaneous requests are made to
a function, 100 VMs are required to execute them in parallel. If a new request is
made while all the 100 functions are still executing, AWS creates a new VM to
serve this 101st request. On the flip side, when all 101 functions have finished
executing, these VMs are no longer needed, so they can be removed to give space
for new function instances. The issue with this approach is that each invoke
request has a high latency because a VM has to boot up before the function
code can execute. To combat this, AWS does not instantly remove the VM after
function execution. Instead, it keeps it running and reuses it if that same function
needs to be invoked again. These VMs are considered ‘warm’. A warm VM sits
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idle, waiting for an invoke request. As soon as it gets invoked, it is no longer
considered warm. Instead, it is considered ‘hot’ and again becomes ‘warm’ after
the function has finished executing. If a warm VM is not invoked for a long time,
it is removed to free up resources and give space for new VMs [3, 8].

When a function invoke request needs to wait for a new VM to be created before
the function can be executed, like with the 101st request mentioned above, this
is called a ‘cold-start’. When the function invoke request can be routed to a pre-
booted warm VM, this is called a ‘warm-start’. Warm-start invokes are quicker
than cold-start because there is no delay caused by the VM booting.

VMs take a long time to boot. This causes cold-start times to be much longer
than warm-start times, decreasing the average function performance and consis-
tency. This violates the performance and consistency requirement of FaaS plat-
forms (requirement number 3). To combat this, AWS made some developments
to improve their boot times:

– A virtual machine monitor (VMM) is a piece of software that creates and
manages VMs. Traditional VMMs such as QEMU can be slow to boot
VMs, so AWS created their own VMM called Firecracker, which is de-
signed to be lightweight and fast, and can boot VMs ∼1.3x faster than
QEMU [1, 8].

– AWS also employ microVMs to help decrease boot times. A microVM
is a minimal OS that runs on top of the VMM and provides only the fea-
tures required to run the application [1]. MicroVMs usually use a custom
compiled minimal Linux kernel and a minimal set of userspace software.
MicroVMs speed up boot times by reducing how much needs to be loaded
into memory and reducing the number of features that need to be initialised.

Traditional VMs also use lots of system resources, reducing resource utilisation
and working against FaaS platform requirement number 2. Firecracker and mi-
croVMs also help with resource utilisation:

– Firecracker has a much smaller memory overhead per VM than traditional
VMMs. QEMU has a memory overhead of around 131 MB, while Fire-
cracker has an overhead of around 4MB [1]. Also, microVMs require much
less memory than traditional OSs due to their limited feature set. This re-
duction in memory overhead from Firecracker and microVMs means more
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function instances can be placed on a single machine, directly increasing
resource utilisation.

– Firecracker and microVMs can indirectly increase resource utilisation through
fast boot times. The faster the boot times, the lower the cost of cold-starts.
Consequently, the FaaS platform can be more aggressive in removing warm
function instances. Fewer warm function instances mean less memory is
consumed by idle VMs, allowing more hot function instances to exist on a
single machine, increasing resource utilisation.

FaaS providers need to ensure that all function instances are isolated. The fact
that each instance runs within a VM ensures this. Each VM is restricted to using
only a portion of the host’s resources. So as long as the total resources required
by the provisioned VMs does not exceed the resources of the machine they are
running on, each VM has performance isolation. The hypervisor creates a barrier
between the VM and the host machine; this means that multiple VMs running
on the same host cannot interact with each other. This provides operational
isolation.

• Google Cloud Functions is Google’s FaaS offering. Unlike AWS Lambda,
which uses VMs for each function instance, Google Cloud Functions use con-
tainers. Each function instance is a container and each container can only serve
one invoke at a time [21].

Traditional container technology uses Linux kernel features, namely cgroups
and namespaces, to provide both performance isolation and operational isola-
tion. The issue with traditional Linux-kernel-based containers is that they ex-
pose Google to Linux kernel bugs, allowing malicious users to escape from the
container and potentially access other users’ containers [22]. To mitigate against
this, Google developed a new, more secure containerisation method. Google
developed an application kernel called gVisor. gVisor emulates the Linux ker-
nel and implements “a substantial portion of the Linux system call interface”
[24]. gVisor consists of two user space applications: the sentry and the gofer.
A process running within a gVisor-based container has all of its system calls
intercepted by the sentry. If possible, the sentry processes these system calls
internally, bypassing the host kernel entirely. This is depicted in figure 2.1. The
sentry, gofer and application code all run within a traditional Linux-kernel-based
container. So to break out of a gVisor container, a user must exploit a bug in
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gVisor to gain control over the sentry/gofer and then exploit a bug in the Linux
kernel to escape the Linux-kernel-based container. This extra level of isolation
between the application code and the host OS’s kernel provides the operational
isolation needed.

Figure 2.1: Diagram depicting a gVisor container. Source: [24]

Google Cloud Functions work similarly to AWS Lambda, scaling with demand
and performing warm and cold-starts.

According to Dong Du et al. in Catalyzer: Sub-millisecond Startup for Server-
less Computing with Initialization-less Booting [15], across multiple different
applications, gVisor and Firecracker have comparable startup latencies, with
gVisor sometimes booting faster and Firecracker booting faster at other times.
This means that gVisor and Firecracker may have similar performance concern-
ing the speed and consistency requirements of a FaaS platform.

gVisor uses more memory than traditional Linux-kernel-based containers [23],
reducing resource utilisation. However, since Google is using gVisor for their
function instances instead of Linux-kernel-based containers, Google must con-
sider this cost beneficial for the extra security provided.

• OpenFaaS is a popular open-source FaaS platform. It has 22.9k stars on GitHub,
making it the most popular FaaS platform on GitHub [28]. OpenFaaS runs on
top of Kubernetes, which is an industry standard container orchestration tool for
deploying production applications that are highly available and scalable. Each
function instance is, by default, a traditional Linux-kernel-based container; how-
ever, gVisor can be used if required. Unlike AWS Lambda and Google Cloud
Functions, each function instance can run multiple invocations concurrently.
Each invocation runs as a separate process within the container.
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Compared to AWS Lambda and Google Cloud Functions, OpenFaaS has a much
looser level of isolation. Two invocations of a function running simultaneously in
the same container may compete for resources, meaning there is no performance
isolation. There is also less operational isolation. Multiple processes within the
same container share the same file system, meaning a poorly designed function
could exhibit unintended behaviour if using temporary files. From a security
point of view, it is also less isolated because if a malicious user exploits the
function code to gain control of a process, they could potentially access the state
of another process, for example, by reading another process’s temporary files.
This differs from AWS Lambda and Google Cloud Functions, where a malicious
caller must exploit both the function code and Firecracker/gVisor to access an-
other executing function. However, there is a resource utilisation benefit to this
model. Linux-kernel-based, and gVisor-based containers have overheads. By
sharing the overhead between multiple function invocations, resource utilisation
is increased.

OpenFaaS scales differently to AWS Lambda and Google Cloud Functions. Open-
FaaS provisions a number of containers per function to serve the invoke requests,
and it sends an incoming request to one of the containers at random, regardless
of how busy the container already is. When the number of requests per second
to a particular function reaches a threshold, OpenFaaS scales up the number of
function instances by a ‘factor’. While the new containers are being created, new
incoming requests do not wait for the new instances but instead are routed to the
already busy containers.

There is a balance that needs to be met when setting up OpenFaaS scaling. This
balance is between function performance and resource utilisation. If the ‘re-
quests per second’ threshold is set low and the scaling ‘factor’ high, all invoca-
tions will have more than enough resources to run, meaning there would be high
performance but low resource utilisation. On the other hand, if the ‘requests
per second’ threshold is high and the scaling ‘factor’ is low, each container will
be fully utilised, meaning a high resource utilisation. However, each running
process will be fighting for resources within the containers meaning a low per-
formance.
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2.2 Unikernels and their Application to FaaS

A unikernel is an application packaged into a “single bootable VM image that runs
directly on a standard hypervisor” [27]. Traditionally, application code and kernel
code execute separately. They both have a separate memory address space and execute
at different privilege levels. The application cannot directly access system resources
and must make system calls to the kernel to do so. Unlike traditional applications,
unikernels combine the application and kernel code into a single-purpose standalone
image where application code and kernel code execute as one. Unikernels execute with
a single memory address space and only one privilege level. Kernel features, such as
memory allocators or networking support, are implemented as libraries included with
the unikernel at compile time. Any features/libraries that would exist in a traditional
kernel but are not required by the application are not included in the unikernel, making
the unikernel image small and reducing the attack surface, making the unikernel more
secure.

Because a unikernel only includes the necessary features, a running unikernel takes
up much less space in memory. For example, when Kuenzer et al. ported Nginx,
SQLite, and Redis to unikernels, each application used less than 10MB of memory
compared to 29-30MB when running as a microVM [26]. Including only the necessary
features also improves boot times because less code is loaded into memory, and less
has to be initialised.

Unikernels also allow for performance improvements. Firstly, because unikernels
are single-purpose and immutable after compile time, they only require a single address
space, and everything can run at the highest privilege level. This removes the need for
costly system calls and domain switches because system calls can be replaced with
simple function calls [26].

Unikernels further allow for performance improvements by allowing users “to hook
the application at the right level of abstraction to extract best performance” [26]. This
has allowed Kuenzer et al. to achieve 1.7x performance improvement for particular
applications when run on unikernels compared to the same application running on a
Linux VM [26].

If a FaaS platform used unikernels instead of containers or microVMs, it might
better meet the FaaS platform requirements mentioned in 2.1.1:

• First is the function isolation requirement. Unikernels run as VMs on top of a
hypervisor, similar to how AWS’s microVMs run on top of a hypervisor. Each
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VM can be limited to a portion of the host’s resources, providing performance
isolation. The hypervisor acts as a barrier between the application code and
the host OS, meaning that multiple unikernels running on the same host cannot
interact with each other, providing operational isolation.

• Second is the requirement to maximise resource utilisation. Unikernels take
up less space in memory than traditional Linux VMs, meaning more function
instances can be fit onto a given machine, increasing resource utilisation.

In addition, unikernels can boot in 10s of milliseconds [26], meaning the cost of
cold-starts is low. Consequently, the FaaS platform can remove warm function
instances more aggressively, freeing up space, and allowing more hot function
instances to exist on a single machine, further increasing resource utilisation.

Finally, if properly optimised, unikernels can have improved performance, re-
ducing execution time. This increases the number of invokes per second that can
be handled by a single machine, increasing resource utilisation.

• Finally is the requirement of fast and consistent performance. Unikernels have
been shown to have higher performance on particular applications as compared
to the same application run on a Linux host. Unikernels also have faster boot
times than microVMs reducing the performance disparity between cold and
warm starts, increasing performance consistency.

2.3 Related Works

There are few papers looking into how unikernels can be used for serverless computing.
Two notable papers are:

Fingler, Akshintala and Rossbach looked into how unikernels can improve server-
less extract transform and load (ETL) [19]. They state how “all serverless workloads
can be transformed to ETL”, then focus on the design of the unikernel itself and how
the unikernel can be optimised to perform ETL on a serverless platform.

Cadden et al. looked into how unikernels can be deployed and initialised faster
by caching VM snapshots of pre-initialised unikernels. This reduces the function start
time by “skipping the following paths: booting the unikernel, initializing the language
runtime, and importing and compiling the function code and dependencies” [11].

The work in this third year project differs from the above two papers because it
focuses more on orchestrating unikernel on a FaaS platform and not on the design of
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the unikernels themselves. Also, described in this paper is a unikernel based extension
to a production-grade FaaS platform. This allows for a more real-world evaluation of
how a unikernel based FaaS platform performs.

Only two papers are mentioned in this section because little research has been done
into this area. This could be because unikernels and their build systems are still very
immature and can be hard and finicky to use. There are not many documented cases
of people using unikernels in production systems showing that they are not currently
accepted as robust and dependable by the industry. But all of this is just speculation.



Chapter 3

Design

One of the aims of this project is to extend an existing FaaS platform to execute func-
tions as unikernels. First, an appropriate and existing open-source FaaS platform was
selected, and then the extension was designed.

3.1 Needed Features of the Extension

• The FaaS platform should be able to execute functions inside unikernels, mi-
croVMs and containers. This is so a fair analysis of the three technologies can
be performed.

• Ideally, this extension should be as compatible with the original FaaS platform as
possible. Users should require little to no extra work to use the extension. Once
set up, the function callers should be blind to which underlying technology is
used to run their functions (other than potential performance differences).

• The FaaS platform should be able to scale up unikernel, microVM and container
function instances as demand grows by performing cold-starts.

• The FaaS platform should be able to perform warm-starts by reusing unikernels,
microVMs and containers. This will reduce the number of cold starts required,
increasing the average performance of the platform.
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3.2 Open-Source FaaS Platform Selection

Ideally, the FaaS platform chosen to extend should be modular in design, making it
easy to extend and making the extension compatible with the original platform. It is
also important that the FaaS platform is widely used. The most popular FaaS platforms
will be well-built, have a good set of features, have a practical design and be reliable.
The higher the quality of the original FaaS platform, the higher the quality of the final
solution.

By searching GitHub, reading many online articles and watching recordings of
conferences, a list of candidate, open-source FaaS platforms was compiled.
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Figure 3.1: GitHub star history of candidate open-source FaaS platforms

As shown by figure 3.1, OpenFaaS is by far the most popular open-source FaaS
platform according to GitHub stars. OpenFaaS has also been presented many times at
the well-respected Cloud Native Computing Foundation conference [16, 17, 18, 10].
This, alongside their high quality and extensive documentation supplied on their web-
site, gives a high level of trust that this project is of high quality and is a good candidate
for extension.

OpenFaaS also meets another requirement that the platform be modular in de-
sign. OpenFaaS has a frontend called the gateway and a modular backend called the
provider. The unikernel extension to OpenFaaS is implemented as this OpenFaaS back-
end provider. This provider can be selected when deploying the OpenFaaS platform,
allowing unikernel function instances to be supported natively in OpenFaaS.

OpenFaaS already has a recommended, production-ready provider called faas-netes.
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faas-netes deploys its containers using Kubernetes, a container orchestration tool de-
signed to host highly scalable and highly available production applications. faas-netes
was used as the base implementation, extended to support unikernels.
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Figure 3.2: Diagram of OpenFaaS deployed to Kubernetes using faas-netes

The faas-netes provider comprises many components deployed as containers on
Kubernetes as depicted in Figure 3.2. The OpenFaaS gateway is the frontend of the
OpenFaaS deployment. It provides endpoints to manage and invoke functions. Most
requests to the OpenFaaS gateway are forwarded to the faas-netes provider. The
faas-netes provider uses a Kubernetes feature called deployments to manage and
scale functions and their running instances. When faas-netes gets an invoke request,
it routes this request to an appropriate function instance using another Kubernetes fea-
ture called services.

3.3 Extension to OpenFaaS: OpenFaaS-Hypervisor

First, the unikernel function instance scaling model was decided. faas-netes function
instances can execute multiple invocations simultaneously in the same container, and
faas-netes scales up the number of containers by a factor if the number of requests
per second reaches a threshold. There are downsides to this approach:

• Functions are not adequately isolated from each other. There is no perfor-
mance isolation because processes within the same container will compete for
resources. There is weak operational isolation because processes share resources
like the file system.
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• The scaling model is complex. Users must decide at what threshold they should
scale up and by what factor. When the threshold is set low and the factor high, all
invocations will have more than enough resources to run, meaning there would
be high performance but low resource utilisation. On the other hand, if the
threshold is high and the factor is low, each container will be fully utilised, mean-
ing a high resource utilisation. However, each running process will be fighting
for resources within the containers meaning a low performance.

A much simpler solution adopted by both AWS and Google allows only one func-
tion invocation at any time per function instance. This fixes the isolation issue and
simplifies the scaling model. This allows functions to scale up directly in response to
demand, creating new function instances as they are required. As long as the cold-
start times are low enough, this scaling model provides much more predictable per-
formance. Consequently, this extension to OpenFaaS was designed to use AWS’s and
Google’s scaling model for both unikernels and microVMs. To obtain a valid evalua-
tion at the end of this project, OpenFaaS had to scale containers similarly. Because of
this, the container scaling model was changed to match.

As described by Google [22], Linux-kernel-based containers do not provide enough
isolation and Google uses gVisor to solve this. This same method is used in this exten-
sion to OpenFaaS to provide the same level of isolation as provided by Google.

When creating VMs, short boot times and low memory overheads are desired. For
this reason, it would be best to use the Firecracker VMM over other available VMMs
because it is a new, state-of-the-art VMM designed for speed and scalability.
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Figure 3.3: Diagram of the unikernel extension to OpenFaaS

To implement unikernels, microVMs and the new container model, a new compo-
nent was added to faas-netes. This component is called the ‘OpenFaaS-Hypervisor’
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and is depicted in figure 3.3. The faas-netes provider was modified to no longer
create containers but instead route function invocations to the OpenFaaS-Hypervisor.
All function instances exist on the OpenFaaS-Hypervisor and run as either unikernels,
microVMs or gVisor containers. When the OpenFaaS-Hypervisor receives a function
invocation request, it routes this request to a function instance to execute it, creating a
new one first, if required.

The OpenFaaS-Hypervisor is comprised of three main components:

• The web server acts as the interface into the OpenFaaS-Hypervisor. It imple-
ments all the control logic required to manage function instances and route func-
tion invocation requests to function instances.

• The function instances run as VMs or containers. These VMs/containers ex-
ecute the function code. Each VM/container is configured to run a particular
function and can only serve one invoke at a time.

• The VMM is used to create VMs and the gVisor container runtime is used to
create gVisor containers.

The function instances and the OpenFaaS-Hypervisor need to be able to communi-
cate. The OpenFaaS-Hypervisor has to be able to pass invoke requests to the instance,
and the instance has to be able to respond with the function output. To perform this
communication, the function instances and the OpenFaaS-Hypervisor pass HTTP re-
quests through a virtual network. HTTP was used because it creates a straightforward
and easy to understand communication model. Each function instance has a unique IP
address, and when the OpenFaaS-Hypervisor wants to invoke a particular instance, it
sends an HTTP post request, and the function output is sent in the HTTP response.

The OpenFaaS-Hypervisor must be able to scale up using cold-starts and reuse
warm function instances for warm-starts. To be able to do this, the OpenFaaS-Hypervisor
must keep track of all function instances and know which ones are currently being in-
voked and which ones are idle/warm and are ready to be invoked. To do this, a pool of
warm function instances is maintained. This pool is initially empty. When an invoca-
tion request occurs, the OpenFaaS-Hypervisor checks the pool for any warm instances.
If there are none, it creates a new function instance and sends that new instance the in-
voke request. But, if the pool has a warm instance available, the instance is removed
from the pool and is sent the invoke request. After the instance has served the invoke
request, it is placed back into the warm pool to be invoked again.



26 CHAPTER 3. DESIGN

Creating and initialising a new function instance takes time, and this time depends
on which technology is used and what machine the OpenFaaS-Hypervisor is run on.
If an invoke request is sent to a function instance while it is still booting, the function
instance will not be able to process the request. So, to prevent invoke requests from
being sent before a new function instance is ready, a mechanism is needed to know
when the instance has been initialised. To handle this, once the function instance has
been initialised, it sends an HTTP request to the OpenFaaS-Hypervisor, registering
itself as ready. Once this has happened, the OpenFaaS-Hypervisor can send the new
instance an invoke request.



Chapter 4

Implementation

4.1 OpenFaaS-Hypervisor

As mentioned in the design section, one of the OpenFaaS-Hypervisor components is a
web server. The web server was written in Golang. The first reason for this is that the
whole of OpenFaaS is already written in Golang, and keeping everything consistent
across the project is desirable. The second reason is that the language is fast. This is
important because one of the requirements of FaaS platforms is to provide fast function
execution. The third reason is that Golang is designed for concurrent programming,
which helps with the implementation of the OpenFaaS-Hypervisor.

To keep track of the function instances, the web server stores an InstanceMetadata
struct for each instance. These structs are all stored in a map which uses the function
instance IP as the key since each instance has a unique IP.

As mentioned in the design section, the OpenFaaS-Hypervisor needs to keep a
pool of warm function instances. Multiple pools are actually required, one for each
function. These pools must be thread-safe because multiple invocation requests may
simultaneously be looking for a warm instance. These pools were implemented as
thread-safe lock-free queues. To add a function instance to the pool, the instance’s
InstanceMetadata is added to the end of the queue. To take an instance from the
pool, the InstanceMetadata at the front of the queue is removed and returned to the
caller. If the pool is empty when trying to remove an instance, the pool creates a new
instance, returning it to the caller.

Golang web servers use separate threads to handle each incoming HTTP request.
As depicted in figure 4.1, when a cold-start happens, a request enters the web server
and is processed on thread A. This thread proceeds to create a new function instance.
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Figure 4.1: Diagram illustrating the sequence of events when function instances regis-
ter as ready

When this new function instance has been created and initialised, the new instance
registers itself as ready with the OpenFaaS-Hypervisor by sending an HTTP post re-
quest. This request is processed on thread B. Now thread B has to communicate to
thread A that the function instance is ready to be invoked. So, a mechanism is needed
to communicate from one thread to another. A condition variable is used to perform
this communication. Before creating a new function instance, a new condition vari-
able is created and stored in a map using the instance IP as the key. After creating the
condition variable and requesting a new function instance, thread A blocks and goes
to sleep, waiting for the condition to be met. Once the new instance is ready, it sends
a request to the OpenFaaS-Hypervisor indicating so. This request is handled on thread
B. Thread B reads the instance IP from the request, and uses this to get the condition
variable that thread A is waiting on. Thread B then signals that the condition has been
met. Thread A is then woken from sleep and invokes the new instance.

Configuring networking between the OpenFaaS-Hypervisor and the function in-
stances was more challenging than expected. When the OpenFaaS-Hypervisor starts
up, one of the first things it does is set up a network bridge. Network bridges are a
feature of Linux that act like network switches, routing packets between network inter-
faces. Linux has another feature called TAP devices. TAP devices are virtual network
devices which emulate physical network cards that carry Ethernet frames. Every time
the OpenFaaS-Hypervisor creates a new virtual machine, the OpenFaaS-Hypervisor
creates a new TAP device, attaches it to the network bridge, assigns it an IP address
and gives it to the VMM. The VMM attaches this TAP device to the VM allowing the
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VM to communicate with everything else attached to the bridge, including the host
machine and, by extension, the OpenFaaS-Hypervisor.

When running containers on the OpenFaaS-Hypervisor, the networking is config-
ured slightly differently. There exists a project called the Container Network Interface
(CNI) project. This project believes that “many container runtimes and orchestrators
will seek to solve the same problem of making the network layer pluggable” [14].
Hence they created a project to reduce code duplication and simplify the process. This
directly addresses the needs of this project because the OpenFaaS-Hypervisor is a con-
tainer orchestration tool and needs a pluggable network layer. Linux-kernel-based con-
tainers and gVisor-based containers both use a Linux kernel feature called namespaces.
Namespaces are used to reduce the kernel resources visible to each process. Network
namespaces are used to reduce the scope of network resources available to a process.
Before creating each container, the OpenFaaS-Hypervisor creates an empty network
namespace with no network interfaces. The OpenFaaS-Hypervisor then uses the CNI
to create a virtual network interface in this namespace attached to a network bridge on
the host. When the OpenFaaS-Hypervisor creates the container, it sets the container’s
network namespace to the one just created. Consequently, the container has access to
one network interface that can communicate with the OpenFaaS-Hypervisor.

Throughout the OpenFaaS-Hypervisor’s web server, thread safety needed to be
ensured. Many maps are used throughout the web server, which need to be accessed
concurrently. Luckily Golang has a sync.Map type, which implements a thread-safe
map. Each VM needs a unique IP address and TAP device name. To ensure this,
these IPs and names have to be allocated centrally. This allocator also had to be thread
safe. An atomic counter was used to implement these allocators. This allowed the
concurrent creation of unique names and IP addresses for each VM instance.

To evaluate a unikernel based FaaS platform against microVM and container based
FaaS platforms, statistics have to be gathered. The web server has a statistics variable
that stores a list of function instance initialisation times and a list of function execution
times.

Recording the function execution times is simple. When a function invocation re-
quest comes in, the OpenFaaS-Hypervisor stores the start time, and once the function
has been executed, it records the end time. The OpenFaaS-Hypervisor finds the dif-
ference between the start and end times and stores this value in the above statistics
variable. To record the function instance initialisation time, the OpenFaaS-Hypervisor
first records the start time when the function instance is created. This is stored in the
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function instance’s InstanceMetadata struct. Then, when the function instance reg-
isters as ready, the OpenFaaS-Hypervisor records the end time and subtracts the start
time stored in the function instance’s InstanceMetadata struct. This value is then
stored in the above statistics variable.

The structure that stores the statistics is accessed concurrently by many threads. To
make the structure thread-safe, locks ensure only one thread has access at any time.

Once all the statistics have been gathered internally, they must be exported from the
OpenFaaS-Hypervisor web server. An endpoint was added to the web server, allowing
easy access to the data. Not all the raw data gathered was output, instead, the data
was pre-processed on the web server before sending it out. This reduced the amount
of processing required later. The web server outputs the number of running VMs and
the average, standard deviation, 95th percentile and maximum for both the function
instance initialisation times and the function execution times.

When deploying a function instance as a unikernel, microVM or container, differ-
ent artefacts are required. For microVMs, a kernel binary and a file system is needed.
For unikernels, a kernel binary is needed. For containers, a file system is needed. To
simplify the design, all the required artefacts are precompiled and included with the
OpenFaaS-Hypervisor before deployment. These artefacts are stored on the file sys-
tem so the OpenFaaS-Hypervisor can access them.

4.2 Function Instances

Each function instance is implemented as either a unikernel, microVM or container.
Regardless of which technology is used, each function instance has to make an HTTP
post request to the /ready endpoint on the OpenFaaS-Hypervisor when it is ready to
be invoked, and each function instance has to implement the /invoke HTTP endpoint
that can be called to invoke the function.

4.2.1 Unikernel

Many build systems exist that allow developers to build unikernel binary images. For
this project, a build system called Unikraft was used. Unikraft has a core set of APIs
that are implemented by micro-libraries. These micro-libraries implement core fea-
tures of Unikraft. The Unikraft build system allows developers to choose which micro-
library implementation of a specific API they want to include in their unikernel and it
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also allows developers to exclude whole APIs altogether, removing redundant code
from their unikernel. This allows developers to create highly specialised unikernels
that are minimal and use specific micro-libraries that best optimise what they are do-
ing [26].

Unikraft was chosen for the build system because it produces small image sizes,
with low memory requirements and high execution performance compared to other
unikerel build systems [26]. Another benefit is that Unikraft is actively being devel-
oped, meaning it will likely improve and continue to be supported. In addition, an
active Discord server exists, providing support when needed. This is sometimes re-
quired due to the immaturity of unikernel and Unikraft technology.

When evaluating the unikernel based FaaS platform, the focus was on function
orchestration. Because of this, only simple functions were used. This means that the
unikernel used in testing was optimised to be very lightweight. It uses musl as the c
standard library and uses lwip, a very lightweight networking stack.

As mentioned in the design section of this report, Firecracker is the desired VMM.
Unfortunately, Unikraft unikernels cannot run on Firecracker. Instead, QEMU was
used to create unikernels because it is supported by Unikraft and is widely used.

4.2.2 MicroVM

For the microVM a minimal Linux guest OS is required. The Linux guest comprises
the kernel and the user space software.

A standard Linux kernel shipped with a traditional OS, such as Ubuntu, contains
many features that FaaS function instances do not require. Because of this, a custom
Linux kernel was compiled, which only contains the necessary features required by
the function instances. To do this, a .config file is provided at compile time to select
which Linux kernel features are required.

Like the Linux kernel, the user space software provided by a traditional OS is too
extensive and contains many applications, libraries and services not required by the
function instance. A minimal file system containing only the required user space ap-
plications, libraries and services for the function instances to run was created. Alpine
Linux is a minimal Linux distribution whose file system was used as a starting point.
First, the Alpine Linux file system was extracted from the Alpine Linux container im-
age. When booting into a Linux system, after the kernel has been initialised, the kernel
looks for an executable at /sbin/init, which is run as the first process on the system.
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This process’s job is to initialise the machine to operate correctly. Containers work dif-
ferently and do not use this /sbin/init executable, meaning the Alpine file system
extracted from the container does not contain this executable. Typically, systemd or
init are used as initialisations systems, but openrc was used when creating this file
system because it is very lightweight. openrc was configured to start a web server,
which first registers itself as ready with the OpenFaaS-Hypervisor and can then be
called to invoke the function code. This file system is packaged as an ext4 file system
passed to the VMM when creating the VM.

Firecracker VMM was used to create and manage the microVMs because it is de-
signed for speed and scalability.

4.2.3 Container

As mentioned before, gVisor-based containers are used in the OpenFaaS-Hypervisor
because they provide the necessary isolation level.

gVisor containers can be created using an “Open Container Initiative (OCI) run-
time called runsc” [24]. OCI runtimes are applications that follow the OCI runtime
specification, allowing users to create and manage containers on a system. Because
gVisor implements this standard interface, it is relatively easy to set up and use. OCI
runtimes can create a container from a config.json file and a rootfs directory that
contains the file system. So for each function, a config.json file and a file system
containing the function code are needed. For each function instance, a copy of rootfs
is made, and an edited copy of the config.json is made, which references the in-
stance’s network namespace configured by the CNI.

As referenced above, the CNI is used to aid container networking setup.

The artefacts required to create a container, config.json file and rootfs direc-
tory, are very small. The function used to evaluate the system only has a single binary
executable in the rootfs directory.

4.3 Deployment of the OpenFaaS-Hypervisor

Once the OpenFaaS-Hypervisor had been built and faas-netes was modified to use
the OpenFaaS-Hypervisor, the whole system needed to be deployed to a Kubernetes
cluster.
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Setting up a Kubernetes cluster manually is a complex task, but luckily there ex-
ist many Kubernetes distributions that make the installation process a lot easier. The
Microk8s Kubernetes distribution was used to create the Kubernetes cluster for evalu-
ating the unikernel based FaaS platform. Microk8s is an officially certified Kubernetes
distribution [12], meaning it is of high quality, allowing for a valid evaluation of the
FaaS platform.

Unfortunately, the OpenFaaS-Hypervisor needs to run on a bare metal machine
and not within a container. This is because, from my testing, the function instances run
slower when inside a container. Because of this, the OpenFaaS-Hypervisor has to be
deployed manually on a bare metal machine and not within a Kubernetes container.

The original faas-netes is typically deployed using a tool called Helm. Helm is a
tool that allows developers to define, deploy and manage a set of Kubernetes resources.
Helm uses yaml files, called charts, to define the Kubernetes resources required. These
charts can then be deployed, creating the required resources on the Kubernetes cluster.
OpenFaaS has a Helm chart that defines all the necessary components to run OpenFaaS
on Kubernetes. So to deploy the unikernel extension of OpenFaaS, the Helm charts
were updated to use the modified version of faas-netes and the new Helm charts
were then deployed.
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Evaluation

5.1 Method

To evaluate the unikernel based FaaS platform, measures were made to see how well
it meets the requirements of a FaaS platform, as compared to a microVM or container
based FaaS platform.

FaaS platforms want to minimise their operational costs by maximising resource
utilisation. Four measures were made to evaluate how well each technology meets this
requirement:

• The system memory required to run a single function instance using each tech-
nology was measured. The lower the memory requirements, the more function
instances can fit on a given machine, increasing resource utilisation.

• The function instance initialisation time for each technology was measured. The
lower the function instance initialisation time, the lower the cost of cold-starts.
Consequently, the FaaS platform can be more aggressive in removing warm in-
stances, allowing more hot instances to exist on the server, increasing resource
utilisation.

• The total cold and warm start function execution times for each technology was
measured.

This provides a measure of the disparity between cold and warm start times,
giving another data point for the cost of cold-starts. This measure differs from the
initialisation time because it incorporates the time to execute specific function
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code. Initialisation times give a more general result regarding the cost of cold-
starts.

Also, the faster a function executes, the more invokes per second can be handled
by a single machine, increasing resource utilisation. It may also allow FaaS
providers to run functions on older, cheaper hardware without affecting customer
experience.

• The static disk space required to store the compiled function artefacts for each
technology was measured. Smaller artefacts allow for more functions to be
stored on a given drive and more functions to be transmitted over a given net-
work, increasing resource utilisation. Modern storage technologies are cheap,
and modern networks have high bandwidths. But this does not mean that these
measures are pointless. In a large-scale, high-demand system such as AWS
Lambda, the amount of storage and the total bandwidth used to transmit func-
tions adds up. Also, a FaaS platform may wish to use a caching mechanism to
reduce the network delay in fetching artefacts. In this scenario, storage size has
a significant impact.

Users want their functions to execute with fast and consistent performance. Two
measures were made to evaluate how well each technology meets this requirement:

• The function instance initialisation time for each technology was measured. The
lower the function instance initialisation time, the smaller the disparity between
warm and cold starts, improving performance consistency.

• The total cold and warm start function execution times for each technology was
measured.

This provides a measure of the disparity between cold and warm starts, giving
another data point for performance consistency. This measure differs from the
initialisation time because it incorporates the time to execute specific function
code. Initialisation times give a more general result regarding performance con-
sistency.

The cold and warm start times also directly measure function performance.

• As mentioned in the above points, the function instance initialisation times, cold-
start times and warm-start times were measured. Looking at these as single data
points tell us something, but it is also important to look at how these measures
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change when the system is under load. So, the above measures were also mea-
sured at many different levels of system load. The above measures were first
gathered by sending a single function invocation request, then gathered a sec-
ond time by sending two simultaneous invocation requests, then a third time by
sending three simultaneous invocation requests and so on.

This allows the FaaS platform’s performance to be evaluated under different
loads, giving another measure for consistency of performance.

FaaS platforms have a requirement to isolate each function instance. Performance
isolation was evaluated by looking at the functions’ cold and warm start times when
the system is at varying loads. If the functions execute slower when the system is
under a high load, then there is low performance isolation. Unikernels have as much
operational isolation as microVMs because they use the same mechanism to isolate
between the application code and the host OS. Because unikernels provide the same
amount of operational isolation as microVMs used by AWS Lambda, a major cloud
service provider, it can be said that unikernels provide enough operational isolation
between functions with no further testing.

The amount of memory required by each function instance was measured as the
resident set size (RSS) of the function instance. The RSS measures how much physical
memory is allocated to a process. This measure includes both the memory consumed
by the function code and the underlying runtime. For the VMs, this is the combination
of the memory used by the VMM plus the memory used by the guest OS and function
code. For the containers, this is the memory used by gVisor, plus the memory of each
process running within the container. This RSS measure is good because it measures
exactly how much physical memory is used, meaning it scales up linearly with the
number of running instances.

When recording cold-start times, the OpenFaaaS-Hypervisor initially had zero func-
tion instances on it. A Bash script and curl was used to send a number of invoke
requests in parallel. The statistics were then gathered using the statistics endpoint. The
OpenFaaaS-Hypervisor was then reset so it again had zero function instances and the
above was repeated except a different number of simultaneous invoke requests were
sent.

When recording warm-start times, a number of function instances were pre-instantiated
using a /pre-boot/<number> endpoint on the OpenFaaS-Hypervisor’s web server.
Then, like with cold-starts, a number of invoke requests were sent in parallel, and
statistics gathered.
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To keep everything consistent between each test, the exact same function code was
used for each function instance. Of all the most widely used programming languages
for FaaS, Python was the only one supported by Unikraft. But Python has a significant
performance penalty when running in a unikernel versus a container. This is likely to
be because of the immaturity of unikernels rather than an inherent problem with them.
So to make a comparison between unikernels, VMs and containers that represents a
real-world, mature, production system, the functions were written in C, which has
comparable performance across unikernels, microVMs and containers.

Economically, it is cheaper for a FaaS platform to run a few machines with many
cores and lots of memory than many machines with few cores and small amounts
of memory. For this reason, most production FaaS platforms are running on high-
specification machines. For example, AWS Lambda runs its functions on m5.metal

EC2 instances with 48 cores, 96 threads and 384 GB RAM [8]. So, these tests require
a comparable machine to get realistic performance measures when under a high load.
The project supervisor, Pierre Olivier, kindly gave access to a server with two 24-core,
48-thread CPUs and 64GB of RAM. The CPU’s hyperthreading had been disabled for
performance consistency reasons.

5.2 Results

5.2.1 Function Memory Usage
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Figure 5.1: Total RSS memory usage of function instances

Firuge 5.1 shows the total RSS of each function instance. It shows that microVMs
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and unikernels have similar physical memory footprints, and gVisor containers are
much larger. Something important to note is that in these tests, the unikernels were
run on the QEMU VMM, whereas the microVMs were run on the Firecracker VMM,
which is known to be much more lightweight. Unikraft is currently working on support
for Firecracker, but it will not be ready until late April (just past the third-year project
deadline).

An estimate of the RSS of a unikernel running on Firecracker can be made if the
Firecracker overhead is known and the memory usage of the unikernel guest OS can be
measured. Firecracker has an advertised overhead per VM of less than 5MB [20]. To
measure the unikernel guest OS memory consumption, the unkennel VM was repeat-
edly booted with decreasing amounts of memory until it failed to boot. The unikernel
successfully booted with 4MB of memory but not 3MB, meaning that the unikernel
guest uses at most 4MB of memory. Adding this to Firecracker’s advertised 5MB
overhead gives an RSS of 9MB, multiples less than the ∼ 43MB (see figure 5.1) of the
microVM. So even if this estimate is off by a significant margin, it can be said with
confidence that unikernels running on Firecracker will have a much lower RSS than
microVMs or gVisor containers.

At first sight, it was slightly surprising how much worse gVisor performed. To val-
idate that the gVisor results were correct, the results were compared against data pub-
lished on gVisor’s website [23]. Here they compare the memory usage of containers
run using runc (traditional Linux-kernel-based containerisation) and runsc (gVisor-
based containerisation). gVisor found that runc uses about 20MB-50MB less memory
than runsc. The function instance used in the OpenFaaS test used 11MB when ran
with runc, meaning that the results are comparable to what gVisor found.

To conclude, when trying to maximise memory utilisation, unikernels today pro-
vide a minimal advantage over microVMs but a significant advantage over gVisor con-
tainers. But, in the near future, when unikernels can be run on Firecracker, unikernels
may provide a significant memory utilisation advantage over both microVMs and gVi-
sor containers.

5.2.2 Function Execution Time

The graphs in figure 5.2 show timing data up to 60 simultaneous invoke requests. The
machine on which the tests were run has 48 CPU cores. Each function instance is
allocated a single CPU core because the function code is not optimised for multicore.
This means that when there are more than above 48 function instances, the resources
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(a) Function instance initialisation times.
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(b) Cold-start function execution times.
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(c) Warm-start function execution times.
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(d) Difference between the average cold-
start and warm-start execution time.

Figure 5.2: Function execution times

required are greater than what is available. As can be seen from the graphs, this causes
significant performance degradation and performance isolation significantly decreases.
In a production system, whatever technology is being used, the FaaS platform has to
ensure that the resources required are less than what is available. For the rest of the
evaluation, only the graphs data between 1 and 48 invoke requests is considered.

Firstly, looking at figure 5.2a, when creating only a couple of new function in-
stances, unikernels and containers have similar initialisation times, but as the num-
ber of invokes exceeds three, unikernels outperform gVisor containers by a significant
margin. MicroVMs have the worst initialisation times by an even larger margin at all
scales.

Secondly, looking at figure 5.2d, unikernels at all scales have the smallest disparity
between average cold and warm start times.

To summarise, figures 5.2a and 5.2d firstly show that unikernels have a smaller
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cold-start penalty compared to microVMs and containers. This allows the FaaS plat-
form to more aggressively remove warm instances, allowing more hot function in-
stances to exist on a single machine, increasing resource utilisation. Secondly, they
show that unikernels provide more consistent performance. This is because a cold-
start performs similarly to a warm-start.

Looking at figure 5.2b, unikernel function instances execute the function faster
than containers and microVMs at all scales when performing a cold-start. Looking at
figure 5.2c, microVMs are slowest when performing warm-starts and unikernels and
microVMs have similar performance. Considering the average performance across
warm and cold starts, unikernels execute fastest.

To summarise, figures 5.2b and 5.2c show that on average, unikernels have the
fastest execution time as compared to microVMs and containers, meaning more in-
vokes per second can be handled by a given machine, increasing resource utilisation.
The figures also show that unikernels better meet the function speed requirement than
microVMs and containers.

Finally, looking at figures 5.2a, 5.2b, 5.2c, as the number of simultaneous invoke
requests increases, the unikernel lines increase at the same or a slower rate than the
microVM or container lines. This shows that the average timings for unikernels scale
as well or better than both microVMs or containers. The unikernel 95th percentile lines
are all close to the average lines. This shows that each individual function execution
has a consistent performance at any given scale. Both these values show that unikernels
performance consistency matches or exceeds microVMs and containers. It also shows
that function performance isolation matches or exceeds microVMs and containers.

5.2.3 Artefact Size

When measuring the artefact size, what needs to be considered is what will actually be
stored for each function. The FaaS platform will not want to store and transmit files
that are the same for each function. For unikernels, the code is compiled into a single
binary kernel image, so the whole unikernel needs to be stored. For microVMs, only
the executable file needs to be stored and the underlying Linux kernel and file system
will be consistent between functions. For containers, only the executable file needs to
be stored because the container runtime provides everything else required.

As shown by figure 5.3, both MicroVMs and Containers have identical artefact
sizes because they are just storing the executable, but unikernel artefacts are 30% larger
because they also have to include all the underlying kernel functionality.
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Figure 5.3: Function artefact size.

Something to note is that this function code is written in C, a compiled language.
The most widely used FaaS languages are interpreted. So if an interpreted language
was being used, like Python or JavaScript, all three technologies would have the same
artefact size, the size of the text file containing the code. The unikernel would be
compiled as the language runtime, and the code file would be provided through a file
system attached to the VM at runtime.
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Conclusion

6.1 Summary of Results

Three of the key requirements of a FaaS platform are, providing isolation between
function instances, minimising operational costs by maximising resource utilisation
and providing fast and consistent performance. FaaS platforms of today typically use
either microVMs or containers to meet these requirements. Unikernels are a new tech-
nology that can be used in place of microVMs and containers.

This report concluded that unikernels provide a high level of isolation between
function instances. The VMM and hypervisor allocate a portion of the host machine’s
resources to each function instance, providing performance isolation. The VMM and
hypervisor provide a barrier between the executing function code and the host’s OS,
which provides operational isolation.

The results section of this report shows that unikernels also help to maximise re-
source utilisation. The total physical memory used by each function instance is less
than microVMs and gVisor containers meaning more can fit onto a single machine.
When a new function instance is required, new unikernels can be initialised faster than
microVMs and gVisor containers. This means that the cost of cold-starts is lower. Con-
sequently, the FaaS provider can remove warm function instances more aggressively,
allowing more hot function instances to exist on a single machine, increasing resource
utilisation. Functions also execute faster on unikernels compared to microVMs and
faster compared to gVisor containers when cold-starting. This increases the number
of invokes per second that can be handled by a single machine, increasing resource
utilisation.

42
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This report also found that unikernels help to improve function speed and consis-
tency. When cold-starting, unikernel based functions execute faster than both con-
tainers and microVMs, and when warm-starting, they perform better than microVMs
and similar to gVisor containers. This means that unikernels performance is at least
as good or better than the alternatives. Also, as the number of simultaneous function
executions increases, unikernels scale at a very similar rate to microVMs and contain-
ers, and their 95th-percentile execution times compared to the averages are similar to
both microVMs and containers. The disparity between cold and warm start times of
unikernels is less than microVMs and containers. This all means that the predictability
of the performance of unikernels matches or exceeds the alternatives.

All of the data gathered throughout this project shows that unikernels are an excel-
lent candidate for function instances in a FaaS platform. As compared to microVMs
and containers, they match the level of isolation, improve resource utilisation, improve
average execution time, and match or improve the predictability of the performance.

6.2 Project Aims

The first two aims of this project were to research FaaS platforms and unikernels.
An understanding of how FaaS platforms work and the requirements they face was
successfully gained and this knowledge was explained within this report. An under-
standing of unikernels was also gained and explained in this report. A conceptual idea
of how unikernels could theoretically be used in a FaaS platform was proposed and the
reasons why they might better meet the requirements of a FaaS platform as compared
to microVMs and containers were explained.

The third aim was to extend an existing FaaS platform to support unikernel function
instances. After researching existing open-source FaaS platforms, a suitable platform
was picked to extend. This platform was successfully extended. This platform exten-
sion supported unikernels, microVMs and containers all using the same scaling model
so that a valid evaluation between the three could be made.

The final aim was to evaluate how well unikernels met the requirements of a FaaS
platform compared to microVMs and containers. An evaluation strategy was devel-
oped and then the necessary data points were gathered. This data was then used to
evaluate how unikernels compare to microVMs and containers. This report finds that
for each requirement, unikernels either outperformed or matched the performance of
the other technologies meaning that unikernels are an excellent candidate for function
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instances.

6.3 Critical Analysis

• The unikernel extension to OpenFaaS described in this report is only able to scale
the number of function instances up but not down. This is fine for the analysis
carried out in this report but would not be acceptable in a real world production
system. To implement scaling down, a developer would have to define some
time period after which warm instances are removed.

• The unikernel extension to OpenFaaS was meant to be a fully compatible exten-
sion that, from the user’s point of view, works identically to the original version.
This, unfortunately, was not achieved. The original OpenFaaS uses a different
scaling model from the one required by the unikernel extension. This means the
user would have to define a different set of scaling parameters.

• As described in the implementation section of this report, the functions were all
supplied to the OpenFaaS-Hypervisor at the time of deployment, and no new
functions could be easily added afterwards. This is not acceptable for a produc-
tion system. To implement this feature, a fast and scalable function store would
be required to store the function artefacts. A new function will be stored here
and the OpenFaaS-Hypervisor will fetch the function artefacts from here. To
make this natively compatible with OpenFaaS, the artefacts must be packed as
an OCI-compatible container image. Given more time, this would be achievable.

• As described in the implementation part of this report, the OpenFaaS-Hypervisor
had to be deployed manually. On top of this, the OpenFaaS-Hypervisor itself
cannot be scaled up, so if the OpenFaaS-Hypervisor is full of running function
instances, then no new function instances will be able to be created. This is not
acceptable for a production system. It would have been good if Kubernetes Cus-
tom Resources or maybe a tool like Ansible were used to deploy the OpenFaaS-
Hypervisor and scale it automatically. A complete scaling solution would have
been outside this project’s scope due to the extra time required to implement
it. It would require the function store described above. It would also require
an extra routing service to send invoke requests to an instance of the OpenFaaS-
Hypervisor with a warm function instance of the specific function being invoked.



6.4. FURTHER WORK 45

This whole system would have a large amount of distributed state management
to deal with.

6.4 Further Work

• As mentioned in the critical analysis, it would be good if this FaaS platform
could scale down the number of function instances. Having low cold-start times
allows the FaaS platform to be more aggressive when scaling down. This will
improve the potential resource utilisation. It would be interesting to measure
how much cold-start times affect resource utilisation. To do this, the amount of
‘utilised resources’ could be measured as the total amount of CPU time spent ex-
ecuting the function code and all the other CPU time (when initialising or when
sitting warm but not executing) can be measured as ‘non-utilised resources’. A
realistic production load could be simulated and sent to the FaaS platform. The
rate at which warm instances are removed can then be optimised to maximise
the resources utilised. The maximum obtained resources utilised for microVMs,
unikernels and containers could then be compared to see how much of an effect
the faster boot times and cold-starts have on resource utilisation.

• As mentioned in the critical analysis, it would be good for functions to be added
to the platform after deployment. It would be interesting to see how this new
model would affect the measures made in this report’s analysis.

In this report, C was used to implement the function code, which meant that each
function had its own unikernel image because the C code was compiled into the
unikernel. But most FaaS functions are written in interpreted languages. This
means the FaaS platform could have one generic unikernel binary per language
runtime and then dynamically load the function code into the generic unikernel
at runtime. Because there would only be one unikernel binary per language run-
time, these could be cached/stored locally on the OpenFaaS-Hypervisor. Only
the small text file containing the code would have to be transmitted. It would be
interesting to see how this model would affect the performance measures made
in this report’s analysis.

This then leads to the idea of having a function build system. Users of a FaaS
platform should only have to write code, select triggers and upload that to the
platform. This simple process is not supported by the FaaS platform developed
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for this project. This would require a build system that would take the user’s
code, compile it into a unikernel, and then store that in an object store.

• Once Unikraft supports the Firecracker VMM, it would be interesting to get a
concrete measure of the RSS instead of just an estimate.



Acronyms

CNI Container Network Interface.

ETL Extract Transform and Load.

FaaS Function as a Service.

OCI Open Container Initiative.

RSS Resident Set Size.

VM Virtual Machine.

VMM Virtual Machine Monitor.
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Glossary

Cold start A function execution that requires a new function instance to be created
before executing.

Function A uniquely named piece of application code that is associated with a set of
triggering events.

Function instance A place where a specific function’s code can be executed.

Hot instance A function instance that is currently executing function code.

Operational isolation Function instances have operational isolation when function
instances cannot access each other’s state or change each other’s execution flow.

Performance isolation Function instances have performance isolation when they can
execute simultaneously with no performance degradation compared to when the
functions are executed standalone.

Warm instance A function instance that is sitting idle and is ready to execute function
code.

Warm start A function execution that executes on a pre-initialised and running func-
tion instance.
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