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# Organisation du cours

1. Horaire

Le cours de Principes de programmation occupe 75 heures de la grille horaire, dont 45 heures de théorie et 30 heures d’exercices, réparties comme suit :

Au premier quadrimestre :

* **Théorie :** 2 heures par semaine ;
* **Exercices :** 2 heures par semaine.

Au second quadrimestre :

* **Théorie :** 2 heures par semaine sous la forme de modules (pas toutes les semaines) ;
* **Exercices :** 1 heure par semaine.

1. Planning

**Chapitre 1 Introduction à la programmation**

**Chapitre 2 Alternatives**

* Simples
* Doubles

**Interro N°1**

**Chapitre 3 Répétitives**

**Interro N°2**

**Chapitre 4 Tableaux à simple indice**

* Non triés
* Triés

**Chapitre 5 Tris**

**Chapitre 6 Fichier**

**Interro Récapitulative**

**Chapitre 7 Piles et Files**

**Chapitre 8 Tableaux à double indice**

**Chapitre 9 Listes chaînées**

**Interro N°3**

**Chapitre 10 Arbres**

**Examen**

1. Évaluation

Au niveau de l'évaluation, il y a 2 interrogations au premier quadrimestre et 1 au second. A la fin de chaque quadrimestre, une interrogation récapitulative est organisée.

La **répartition des points** est la suivante :

Quadrimestre 1 : 2 interrogations 15 %

40 %

1 interrogation récapitulative 25 %

100 %

Quadrimestre 2 : 1 interrogation 20 %

60 %

1 interrogation récapitulative 40 %

Il est important de spécifier que les notions vues au cours de **Langage de programmation** (Langage C) sont basées sur celles vues au cours de Principes de programmation, ce qui permet l'application directe des algorithmes sur ordinateur.

De plus, le cours de principes de Programmation fait partie des **cours de spécialité**.

# Introduction

Le cours de Principes de programmation a pour objectif de fournir les notions de base dans le domaine de l’**algorithmique**.

Ce syllabus est le support utilisé pour dispenser les principes inhérents à la programmation. Il aborde les diverses structures de contrôle et de données utilisées dans la réalisation d'un algorithme.

Voici un aperçu de chacun des différents chapitres du cours :

* Le **chapitre 1** décrit ce qu'est l'algorithmique et ses principes de base. Il fournit également une méthode de travail constructive.
* Le **chapitre 2** présente les différents cas d'alternatives ainsi que la notion de condition.
* Le **chapitre 3** expose de manière précise la structure répétitive.
* Le **chapitre 4** concerne une structure de données plus élaborée : les tableaux à simple indice. Il est également question des structure qui permettent un autre agencement des données.
* Le **chapitre 5** s'intéresse à diverses méthodes de tri.
* Le **chapitre 6** aborde la notion de fichier et leur utilisation.
* Le **chapitre 7** donne deux exemples d'utilisation des tableaux à simple indice : les piles et les files.
* Le **chapitre 8** définit les tableaux à double indice et leur utilisation.
* Le **chapitre 9** donne un aperçu complet de ce que sont les listes chaînées.
* Le **chapitre 10** traite des arbres ainsi que de la récursivité.

Les chapitres du cours étant présentés, il est important de comprendre de quel type de matière il s'agit, afin de pouvoir mieux l'aborder.

L'algorithmique fait partie des **savoirs procéduraux**, c'est-à-dire de ce qui permet de savoir "comment il faut faire". Il s'agit en effet de connaître des procédures pour résoudre divers types de problèmes.

À la différence des savoirs de type théorique qui sont exprimés dans une forme indépendante des actions qui pourraient les utiliser, les savoirs procéduraux sont décrits en vue d'une action à réaliser. C'est la distinction entre le savoir "comment ça marche?" et le savoir "comment faire pour que ça marche?".

Connaître une procédure ou une méthode n'est pas encore savoir l'appliquer. Ce passage du savoir procédural au **savoir-faire procédural** passe par l'expérience pratique. La maîtrise d'une procédure suppose son apprentissage. Ce n'est qu'après entraînement que le savoir deviendra savoir-faire.

C'est dans ce but que le cours de Principes de Programmation est accompagné de **séances d'exercices** permettant la mise en pratique des notions vues lors des cours magistraux. Cet aspect est primordial dans l'apprentissage de cette matière. Il s'agit en effet du même type d'apprentissage que la conduite automobile, en d'autres termes : il faut conduire pour apprendre à conduire.

Le cours ayant été brièvement présenté, il s'agit maintenant d'entrer dans le vif du sujet : la programmation !

# Introduction à la programmation

## Qu’est-ce que l’algorithmique ?

### Définition

Suivre une recette de cuisine, lire un mode d’emploi, indiquer le chemin à un touriste, … Toutes ces activités sont en fait des algorithmes. L’algorithmique n’est donc pas un savoir énigmatique réservé à quelques rares initiés, c'est une **aptitude partagée par tous**.

Plus précisément, un **algorithme** est une **suite d’instructions, qui, une fois exécutée correctement, conduit à un résultat donné**.

Si l’algorithme est exact, le résultat sera celui attendu. S’il ne l'est pas, le résultat sera aléatoire et, dans ce cas, risque de ne pas être correct.

De plus, pour fonctionner, l’algorithme doit contenir uniquement des instructions écrites dans un **langage compréhensible** par celui qui devra l’exécuter.

### Exemple de sensibilisation

Le but de cet exemple est de vous familiariser à l'algorithmique et de vous sensibiliser à son utilité.

### Conclusion

La **résolution d'un problème** nécessite une **démarche**, et le but du cours de Principes de programmation est d'apprendre à la développer par l'écriture d'un **algorithme** permettant de résoudre un problème. En suivant une démarche **rigoureuse**, tous les problèmes informatiques peuvent être résolus.

## Utilisateur ou programmeur ?

### Utilisateur

L’utilisateur utilise l’ordinateur comme un **outil**.

UTILISATEUR

TRAITEMENT

RESULTATS

(SORTIES)

DONNEES

(ENTREES)

L’utilisateur introduit des données via les périphériques d’entrées (clavier, souris, etc.), attend le traitement de celles-ci par l’ordinateur et reçoit les résultats de ce traitement via les périphériques de sorties (écran, imprimante, etc.).

**Objectif :** apprendre à se servir au mieux d’outils adaptés à une tâche donnée, c’est-à-dire connaître le mode d’emploi du programme.

⇨ ORDINATEUR + PROGRAMME = OUTIL

### Programmeur

Le programmeur utilise l’ordinateur en tant qu’**exécutant**.

PROGRAMMEUR

FAIRE FAIRE

ORDINATEUR

TACHE

COMMENT FAIRE ?

QUOI FAIRE ?

➂

➀

➁

programme

COMMENT FAIRE FAIRE ?

algorithme

**Objectif :** développer une marche à suivre (algorithme) pour rendre l’exécutant (ordinateur) capable d’effectuer un ensemble de tâches.

⇨ ORDINATEUR + ALGORITHME + LANGAGE = EXECUTANT

## Qu’est-ce que la programmation ?

En informatique, les algorithmes sont exprimés sous la forme d'un programme composé uniquement d’instructions compréhensibles par la machine. La mise en œuvre d'un programme informatique se fait en plusieurs étapes : l’analyse ➀, la programmation ➁, la compilation et l’édition des liens ➂.

Analyse

Comme il s'agit de fournir la solution à un problème, la première étape consiste à analyser le problème, c'est-à-dire à en cerner les limites et à l’exprimer dans un langage descriptif. L'**algorithme** sera le résultat de cette démarche. On parle généralement d'**analyse** pour décrire le processus par lequel le problème est formalisé.

Historiquement, plusieurs types de notations ont été utilisés pour représenter des algorithmes. Il y a eu notamment une représentation graphique, avec des carrés, des losanges, etc. qu’on appelle des organigrammes.

Aujourd’hui, cette représentation est quasiment abandonnée, pour deux raisons. Premièrement, dès que l’algorithme commence à grossir un peu, ce n’est plus pratique. Deuxièmement, cette représentation favorise le glissement vers un certain type de programmation, dite non structurée, qui n’est plus du tout au "goût du jour". C’est pourquoi on utilise généralement une série de conventions appelée "pseudo-code", qui ressemble à un langage authentique, la plupart des problèmes de syntaxe étant mis de côté.

A l'IESN, on ajoute au pseudo-code quelques éléments graphiques qui permettent une meilleure lisibilité. Cette écriture est appelée **diagramme d’actions**. On définit un diagramme d’actions de la façon suivante :

C'est un texte décrivant dans un certain langage

* une suite d’opérations (actions) portant sur des objets,
* à exécuter dans un ordre précis,
* pour résoudre un problème.

Chaque diagramme porte un nom (le plus significatif possible) et est rédigé par une personne à destination d’un exécutant.

### Programmation

L'étape suivante consiste à traduire le diagramme d’actions dans un langage de programmation spécifique, il s'agit de la phase de **programmation**.

La **programmation** est l’art d’écrire des instructions indiquant à l’ordinateur un traitement à effectuer.

Un **programme** est une séquence d’instructions à exécuter par l’ordinateur.

Le **langage de programmation** est l'intermédiaire entre l'humain et la machine, il permet d'écrire dans un langage proche de la machine, mais intelligible par l'humain, les opérations que l'ordinateur doit effectuer.

### Compilation et édition des liens

Le programme est ensuite transformé en **langage machine** lors d'une étape appelée **compilation**. La compilation est une phase réalisée par l'ordinateur lui-même grâce à un autre programme appelé compilateur.

La dernière phase s'appelle l'**édition de liens**. Elle consiste à lier le programme avec tous les éléments externes. C’est seulement après cette phase que le programme est exécutable.

### Conclusion

Le cours de **Principes de programmation** ne concerne que la première étape : l’**algorithmique**. Étant donné que l’algorithmique permet d’exprimer les instructions résolvant un problème donné indépendamment des particularités de tel ou tel langage, il est important d’apprendre à bien écrire des algorithmes avant d’apprendre à programmer. A l’inverse, il n’est pas nécessaire de connaître un langage de programmation pour analyser et résoudre un problème. Le cours de Langage de programmation (Langage C) repose donc sur celui de Principes de programmation.

Dans notre cas, l'algorithmique étant à la base de la programmation et non de l'art culinaire, nous préférerons le terme de **programmation**.

## Comment bien programmer ?

### Étapes dans la résolution d’un problème

Afin de s’assurer de la complétude d’un diagramme d’actions, nous allons définir une démarche de travail que nous appellerons **ODERIC**. Elle se compose de six étapes : l’**O**bservation, le **D**iagramme, l'**É**valuation, le **R**ésultat, l'**I**nterprétation et la **C**onclusion. Ces six étapes peuvent se traduire de la manière décrite ci-dessous.

#### Observation : lecture de l'énoncé

* Lire l'énoncé en entier une première fois afin d'avoir une vue d'ensemble du problème ;
* Lire l'énoncé une seconde fois et déterminer quelles informations sont fournies, c'est-à-dire les **données** ;
* Lire à nouveau l'énoncé de manière à détecter les informations devant être demandées à l'utilisateur, c'est-à-dire les **entrées** ;
* Lire à nouveau l'énoncé de manière à en extraire les informations concernant le(s) résultat(s) attendu(s), c'est-à-dire les **sorties**.

#### Diagramme : écrire le diagramme d’actions

* En fonction des entrées, des données et de leur organisation, déterminer les **opérations** qui devront leur être appliquées pour obtenir les sorties ;
* Sur base des entrées, des données, des sorties et des opérations choisies, déterminer les **variables** qui seront nécessaires à l'algorithme ;
* **Initialiser** les variables qui doivent l'être ;
* Écrire le **Diagramme d’actions** correspondant à ces procédures.

#### Évaluation : exécuter le programme

* Pour chaque instruction de traitement, déterminer les modifications apportées aux **valeurs des variables** en utilisant un tableau de variables ;
* Pour chaque instruction d'entrée, se mettre à la place de l'utilisateur et noter méthodiquement les **valeurs entrées** ;
* Pour chaque instruction de sortie, se mettre à la place de l'ordinateur et noter méthodiquement les **valeurs sorties**.

#### Résultat : résultat de l'exécution du programme

* Le **tableau des variables**, avec pour chaque étape du **Diagramme** d’actions, la valeur de chaque variable ;
* Les valeurs entrées et sorties.

#### Interprétation : Vérification du résultat obtenu

Vérifier que le **résultat obtenu** correspond bien à ce qui était demandé dans l'énoncé. Pour chaque élément ne correspondant pas, noter ce en quoi il diffère du **résultat attendu**.

#### Conclusion : prendre la décision qui s'impose

* Si le résultat obtenu ne correspond pas, **recommencer** la première étape en tenant compte des notes prises lors de l’**Interprétation** ;
* Sinon, le **Diagramme** d’actions est **correct**.

### Qualités requises en programmation

Le cours de Principes de programmation a pour but de vous apprendre à résoudre divers types de problèmes. A chaque type de problème est associé une démarche particulière qu'il est nécessaire de suivre pour le résoudre.

La maîtrise de l’algorithmique requiert donc deux qualités :

* **La rigueur**. En effet, chaque fois que l’on écrit une série d’instructions estimée juste, il faut se mettre à la place de la machine qui va l’exécuter pour vérifier si le résultat obtenu est bien celui recherché. Cette opération requiert simplement rigueur et méthode.
* **Une certaine intuition**. Aucune recette ne permet de savoir a priori quelles instructions permettront d’obtenir le résultat voulu. C’est là qu’intervient la forme "d’intelligence" requise pour l’algorithmique. Il semble évident que certaines personnes ont au départ davantage cette intuition que d'autres. Cependant, des réflexes peuvent s’acquérir et, dès lors, l’expérience finit par compenser ce manque d'intuition.

## Et l'ordinateur ?

### Les composants

Voici un bref aperçu des éléments composant un ordinateur et de leur interaction.

PERIPHERIQUES D’ENTREE

(1)

MEMOIRES DE MASSE (EXTERNES)

(5)

PERIPHERIQUES

DE SORTIE

(4)

UNITE CENTRALE

PROCESSEUR

(3)

MEMOIRE CENTRALE

(2)

Chacun de ces éléments a un rôle particulier dans l'exécution d'un programme :

* Les périphériques d'entrées permettent de prendre connaissance de l’information que l'utilisateur veut traiter ;
* La mémoire centrale permet de mémoriser l’information pendant l'exécution du programme ;
* Le processeur exécute le traitement sur les informations ;
* Les périphériques de sortie transmettent le résultat des traitements à l'utilisateur ;
* Les mémoires de masses ont pour but de sauvegarder les informations à long terme.

### Exemple d'exécution

L’utilisateur souhaite que l’ordinateur effectue la somme de deux nombres introduits au clavier et que le résultat soit affiché à l’écran.

UNITE D’ENTREE

L’utilisateur tape au clavier deux nombres :

7

5

MEMOIRES DE MASSE

Le résultat peut être stocké sur le disque dur

UNITE DE SORTIE

Le résultat s’affiche à l’écran :

12

UNITE CENTRALE

PROCESSEUR

Calcule la somme 7+5=12

MC

7

5 12

## En avant la programmation !

### Notion de variable

Nom

Contenu

Adresse

En mathématiques, une "variable" est généralement une inconnue, qui recouvre un nombre non précisé de valeurs. En informatique, la notion de variable est différente. En effet, dans notre cas, une variable possède à un moment donné une et une seule valeur. On peut donc la comparer à un récipient d’information.

Elle est caractérisée par :

* Son **nom** : il faut choisir un nom significatif (mnémonique) qui rappelle le contenu.
* Par convention, le nom de variables commence par une majuscule et si c’est un nom composé, on colle les différents mots (ou on les réunit par un trait d’union) avec une majuscule à chaque mot.
* Son **type** : les variables ont un contenu soit **numérique**, entier ou réel, soit **alphanumérique**, c'est-à-dire des caractères alphabétiques ou autres.
* Son **contenu** : le contenu d’une variable est la valeur qui lui est attribuée. Cette valeur doit correspondre à son type et à son nom.
* Le nom et le type d’une variable ne peuvent en aucun cas changer. Son contenu, par contre, peut être modifié en cours d’exécution du programme.

On déterminera la fonction de l’adresse dans la suite du cours.

### Exemple de programme

#### Énoncé

Soit deux nombres *Nbr1* et *Nbr2* introduits par l'utilisateur, on veut calculer et afficher la somme de ces nombres.

#### Résolution

* **Observation** 
  + Donnée : rien ;
  + Entrées : deux nombres ;
  + Sortie : la somme.
* **Diagramme** 
  + Opérations : obtention, somme, sortie ;
  + Variables : Nbr1, Nbr2;

Res ;

* + Initialisation : aucune.
  + Diagramme d'actions : Somme2Nbr

Somme2Nbr

~~Prendre connaissance du 1er nombre et retenir sa valeur dans~~

**Obtenir** *Nbr1*

~~Prendre connaissance du 2ième nombre et retenir sa valeur dans~~

**Obtenir** *Nbr2*

ou **Obtenir** *Nbr1***,** *Nbr2*

si les variables sont de même type

~~Retenir dans Res le résultat du calcul de la somme de~~ *~~Nbr1~~* ~~et de~~ *~~Nbr2~~*

*Res* **=** *Nbr1* **+** *Nbr2*

**Opérateur d'addition**

**Opérateur d'affectation**

~~Afficher la valeur de~~

**Sortir** *Res*

* **Évaluation – Résultats**
  + Obtentions :

7 ( = *Nbr1*)

5 ( = *Nbr2*)

* + Tableau des variables :

|  |  |  |  |
| --- | --- | --- | --- |
| **Instruction** | *Nbr1* | *Nbr2* | *Res* |
| Obtentions | 7 | 5 | ? |
| *Res* = *Nbr1* + *Nbr2* | 7 | 5 | 12 |

* + Sortie : 12 (Res)
* **Interprétation**

Le programme demande deux nombres à l'utilisateur, en fait la somme et l'affiche.

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

### Et les opérations ?

Après avoir vu ce qu'est un diagramme d’actions et ce que représente une variable, il reste à préciser ce que sont les opérations qui composent ces diagrammes d'actions.

#### Opérations de lecture et d'écriture

Il existe deux opérations particulières qui permettent au programmeur de dialoguer avec l'utilisateur.

La première est **l'opération de lecture**, qui permet d'obtenir une valeur donnée par l'utilisateur via un périphérique d'entrée.

*Exemple :* **Obtenir** *Nom*

La seconde, **l'opération d'écriture**, permet d'afficher la valeur d'une variable ou un simple message à destination de l'utilisateur, et ce, via un périphérique de sortie.

*Exemples :* **Sortir** *Nom*

**Sortir** "Bonjour !"

On peut également combiner les deux.

*Exemples :* **Sortir** "Bonjour", *Nom*, "!"

#### Opération d'affectation

L'affectation permet d'attribuer une valeur (un contenu) à une variable. En reprenant la représentation d'une variable ci-dessus, l'affectation a pour objectif de remplir le récipient.

Le signe représentant l'affectation est le "**=**". Comme la notion de variable, le "**=**" de l'affectation n'a pas la même signification que l'égalité mathématique. En effet, à gauche du signe d'affectation, se trouve le nom de la variable et à droite la valeur qui lui est affectée. Cette valeur peut être une constante, le contenu d'une autre variable ou le résultat d'une expression (expliquée au point suivant).

*Exemple :* *Nbr* **=** 12

* Une condition importante est que les deux parties de l'affection soient du même type.
* Une instruction d’affectation ne modifie que ce qui est situé à gauche du "**=**".

#### Les expressions

Une expression est un ensemble de **valeurs**, reliées par des **opérateurs**, et équivalant à une seule valeur.

Comme nous venons de le voir, dans l'opération d’affectation, il est fréquent de placer une expression à la droite du "**=**".

Un opérateur est un **signe** qui relie deux valeurs, pour produire un résultat. Les opérateurs possibles dépendent du type des valeurs qui sont en jeu.

* **Les opérateurs numériques**

Ce sont les quatre opérations arithmétiques : addition (+), soustraction (-), multiplication (\*), division (/). Nous utiliserons également l'exposant (^) et le modulo (%).

*Exemple :* Cinq au carré s’écrit **5 ^ 2** (25).

Le reste de la division de 43 par 10 s'écrit **43%10** (3).

De plus, pour récupérer la partie entière d'un réel, on utilise la notation suivante : [valeur]ENT.

*Exemple :* NbrEnt = **[**NbrReel**]ENT**

NbrEnt = **[**expression**]ENT**

Enfin, on a le droit d’utiliser les parenthèses, avec les mêmes règles qu’en mathématiques. La multiplication et la division ont "naturellement" priorité sur l’addition et la soustraction. Les parenthèses ne sont ainsi utiles que pour modifier cette priorité naturelle.

* **Opérateurs logiques (ou booléens)**

Il s’agit, dans notre cas, du AND, du OR et du NOT. Nous en parlerons plus en détail dans la suite du cours.

#### Conclusion

Le contenu d'une variable peut donc être modifié au cours du programme soit par une lecture, soit par une affectation.

On peut affecter une valeur (constante), le contenu d'une variable ou la valeur résultant d'une expression.

*Exemples :* **Obtenir** *Nbr1* *Res* **=** *Nbr1*

*Nbr2* **=** 5 *Res* **=** *Res* \* *Nbr2*

*Mot* **=** "Bonjour"

Ce contenu peut également être affiché via l'opération d'écriture.

*Exemple :* **Sortir** *Res*

### Structures de contrôle

En général, les opérations sont accomplies une seule fois séquentiellement. Cependant, les conditions de déroulement d’une action peuvent varier, ce qui induit deux opérations plus particulières : les opérations conditionnelles et les opérations répétées.

Les structures de contrôles représentent ces différentes manières de gérer une suite d'instructions.

#### Structure séquentielle

Les actions sont toujours effectuées.

*Exemple :* on fait ceci, ensuite on fait cela, puis …

⇨ ACTIONS INCONDITIONNELLES

#### Structure alternative (sélective)

Les actions sont effectuées en fonction d’une condition.

*Exemple :* - si … alors…sinon

- cas 1…, cas 2…, cas 3…

⇨ ACTIONS CONDITIONNELLES

#### Structure répétitive (itérative)

Les actions sont effectuées plusieurs fois.

*Exemple :* - tant que …

- jusqu’à ce que …

- faire x fois

⇨ ACTIONS REPETITIVES

### Plus de convivialité …

Pour plus de convivialité, nous vous conseillons vivement d'ajouter les dialogues qui permettront de mieux guider l'utilisateur du programme.

*Exemple :*

Somme2Nbr

**Sortir** " Veuillez introduire deux nombres : "

**Obtenir** *Nbr1*, *Nbr2*

*Res* **=** *Nbr1* **+** *Nbr2*

**Sortir** " La somme de ", *Nbr1*, " et de ", *Nbr2*, " est de ", *Res*

# Les Alternatives

## Qu'est-ce qu'une alternative ?

Une **alternative**, est une instruction qui prévoit, en fonction de deux situations différentes, deux façons d’agir. Cela suppose que l’exécutant sache analyser la condition fixée à son comportement pour effectuer la séquence d'instructions correspondante.

Ce type d'instruction permet ainsi de demander à l'exécutant d'effectuer des séquences d'instructions selon qu'une situation se présente d’une manière ou d’une autre. Cette structure logique porte le nom de test, nous parlerons de **structure alternative**.

En général, il y a deux formes de structures alternatives : l'alternative simple et l'alternative double. Dans le cadre du cours de Principes de programmation, une version un peu particulière d'alternative s'ajoute à ces deux formes de base : la structure "case".

Avant d'aborder ces diverses formes d'alternatives, nous allons définir ce qu'est une **condition**.

## Qu'est-ce qu'une condition ?

Pour parler de **condition**, nous devons aborder la notion de **booléen**.

### Booléen

Un **booléen** est une expression dont la valeur est VRAI ou FAUX. Un booléen peut s'exprimer de deux manières différentes :

* Une **variable** de type booléen (sa valeur est VRAI ou FAUX)

*Exemple :* Soit *Trouvé*, une variable booléenne, on peut lui affecter la valeur VRAI, d'où :

*Trouvé* = VRAI

* Une condition.

### Condition simple

Une condition simple est une **comparaison** entre deux valeurs.

Cela signifie qu’une condition est composée de trois éléments :

* Une valeur ;
* Un opérateur de comparaison ;
* Une autre valeur.

Les valeurs peuvent être a priori de n’importe quel type (numérique ou alphanumérique). Mais si l’on veut que la comparaison ait un sens, il faut que les deux valeurs de la comparaison soient du même type ! On peut bien entendu comparer la valeur d'une variable à une constante ou les valeurs de deux variables.

*Exemple :* Est-ce que la valeur de *Age* est plus grande que 18 ?

Est-ce que la valeur de *Trouvé* est égale à VRAI ?

Est-ce que la valeur de *Nbr1* est plus petite ou égale à que celle de *Nbr2* ?

Pour comparer ces valeurs, on utilise des **opérateurs de comparaison** :

* = égal à …
* ≠ différent de …
* < strictement plus petit que …
* > strictement plus grand que …
* ≤ plus petit ou égal à …
* ≥ plus grand ou égal à …

*Exemples :* (Age > 18)

(Trouvé = VRAI)

(Nbr1 ≤ Nbr2)

L’ensemble des trois éléments composant la condition constitue donc, si l’on veut, une affirmation, qui, à un moment donné, est VRAI ou FAUX. Dans le premier exemple, si la valeur de la variable Age est bien plus grande que 18, la condition est VRAI, sinon, la condition est FAUX.

Il est à noter que ces opérateurs de comparaison peuvent tout à fait s’employer avec des caractères. Ceux-ci sont codés par la machine dans l’ordre alphabétique (voir le code ASCII), les majuscules étant systématiquement placées avant les minuscules.

*Exemple :* Est-ce que la valeur de *Nom* est plus petite que " Daudet " ?

(*Nom* < " Daudet ")

### Condition composée

Certains problèmes exigent parfois de formuler des conditions qui ne peuvent pas être exprimées sous la forme simple exposée ci-dessus. En effet, dans certaines conditions, se cachent non une mais plusieurs conditions.

*Exemple :* Est-ce que la valeur de *Age* est plus grande que 18 ET est-ce que la valeur de *Nom* est plus petite que " Daudet " ?

Est-ce que la valeur de *Age* est plus grande que 18 OU est-ce que la valeur de *Trouvé* est égale à VRAI ?

Pour relier ces conditions, on utilise les **opérateurs logiques**. Les opérateurs logiques utilisés en Principes de programmation sont :

* L'opérateur **AND** ;
* L'opérateur **OR** ;
* L'opérateur **NOT**.

Le **AND** représente l'opérateur logique **ET** qui signifie que **les deux** conditions doivent être remplies. En effet, soit les conditions simples COND1 et COND2, la condition composée (COND1 AND COND2) est VRAI si la condition COND1 est VRAI et la condition COND2 est VRAI.

*Exemple :* ((*Age* > 18) AND (*Nom* < "Pirotte"))

Le **OR** représente l'opérateur logique **OU inclusif** qui signifie que **l'une des deux** conditions doit être remplie **au moins**. En effet, soit les conditions simples COND1 et COND2, la condition composée (COND1 OR COND2) est VRAI si au moins une des deux conditions est VRAI. D'où, soit la condition COND1 est VRAI, soit la condition COND2 est VRAI, soit les deux conditions sont VRAI.

*Exemple :* ((*Age* > 18) OR (*Trouvé* = VRAI))

Le **NOT** représente la négation d'une expression.

## Les structures alternatives

Voici les trois types de structures alternatives utilisées dans les diagrammes d'actions.

* Qu'il s'agisse d'une variable de type booléen ou d'une condition (simple ou composée), nous utiliserons le terme condition.

### Alternative simple

La forme la plus simple d'alternative est :

**SI** condition **ALORS** séquence d'instructions **FINSI**

Cela signifie que, suite à l'examen de la condition, si la valeur est VRAI, on exécute la séquence d’instructions qui suit alors. En revanche, dans le cas où cette valeur est FAUX, l'exécutant saute directement aux instructions situées après FINSI.

Dans les deux cas, les instructions situées juste après FINSI seront exécutées normalement.

Le diagramme d’actions correspondant est le suivant :

**if (** Condition **)**

Séquence d'instructions

ALORS *séquence d'instructions*

SI *condition*

FINSI

### Alternative double

Dans le cas de la structure complète, la forme de l'alternative devient :

**SI** condition **ALORS** séquence d'instructions 1

**SINON** séquence d'instructions 2 **FINSI**

Suite à l'examen de la condition, si la valeur est VRAI, on exécute la séquence d’instructions 1 qui suit alors. Au moment où l'exécutant arrive au SINON, il saute directement à la première instruction située après FINSI. Dans le cas où la valeur de la condition est FAUX, il traite la séquence d'instructions 2 qui suit le SINON.

Dans tous les cas, les instructions situées juste après FINSI seront exécutées normalement.

Le diagramme d’actions correspondant est le suivant :

ALORS *séquence d'instructions* ***1***

SI *condition*

SINON

*séquence d'instructions* ***2***

FINSI

Séquence d'instructions **1**

**if (** Condition **)**

Séquence d'instructions **2**

else

Une alternative étant une instruction, elle peut faire partie d'une séquence d'instructions qui fait elle-même partie d'une alternative. Les alternatives peuvent donc s'imbriquer.

*Exemple :*

**if (** Condition 1 **)**

else

Séquence d'instructions **1**

**if (** Condition 2 **)**

Séquence d'instructions **2**

else

**if (** Condition 3 **)**

Séquence d'instructions **3**

### Case

Cette structure est appelée **case** car il s'agit de tester des cas – case en anglais. Dans certains cas, pour une meilleure lisibilité, cette structure est préférée à une imbrication d'alternatives doubles qui rendrait le diagramme incompréhensible.

En effet, on utilise cette notation dans le cas où le test porte sur une seule variable, un **entier** ou un **caractère**, celle-ci pouvant avoir diverses valeurs, et où la séquence d'instructions varie en fonction de ces valeurs.

*Exemple :* En fonction de la valeur d'une variable entière *Couleur*, afficher la couleur qui correspond à l'entier en fonction d'un code de couleur prédéfini : 1 = rouge, 2 = orange, 3 = vert.

**if (***Couleur* = 1**)**

**if (***Couleur* = 2**)**

**if (***Couleur* = 3**)**

else

**Sortir** " Rouge "

**Sortir** " Orange "

**Sortir** " Vert "

**Sortir** " Autre "

## Exemples

1. Écrire le DA qui sur base d’une valeur binaire *ValBin* obtenue de l’utilisateur au clavier, permet de vérifier si le courant passe (1) ou pas (0). Si le courant passe, afficher le message "Ordinateur sous tension !", sinon rien.

* **Observation** 
  + Donnée : rien ;
  + Entrée : *ValBin* ;
  + Sortie : un message.
* **Diagramme** 
  + Opérations : obtention, alternative, sortie ;
  + Variable : *ValBin* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : TestValeurBinaire.

┌─\* TestValeurBinaire

│

│ **Sortir** "Entrer une valeur binaire (0 ou 1) : "

│ **Obtenir** ValBin

│

│ ┌─ **if** **(***ValBin* **=** 1**)**

│ │

│ │ **Sortir** "Ordinateur sous tension !"

│ └──

└──

* **Évaluation – Résultats**
  + Cas du 0
    - Obtention : 0 ( = *ValBin*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **ValBin** |
| Obtention | ? | 0 |
| (*ValBin* = 1) | FAUX | 0 |

* + - Sortie : Aucune.
  + Cas du 1
    - Obtention : 1 ( = *ValBin*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **ValBin** |
| Obtention | ? | 1 |
| (*ValBin* = 1) | VRAI | 1 |

* + - Sortie : Ordinateur sous tension.
* **Interprétation**

Le programme demande un binaire à l'utilisateur, et fait le test. Si le binaire obtenu est 0, on n’affiche rien ; si on obtient 1, on affiche "Ordinateur sous tension !".

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

1. Écrire le DA qui étant donné un nombre entier introduit par l’utilisateur au clavier, permet de déterminer si ce nombre est pair ou impair.

* **Observation** 
  + Donnée : rien ;
  + Entrée : un nombre entier ;
  + Sortie : un message.
* **Diagramme** 
  + Opérations : obtention, alternative, sortie ;
  + Variable : *NbrEnt* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : TestPair.

┌─\* TestPair

│

│ **Sortir** "Entrer un nombre entier : "

│ **Obtenir** *NbrEnt*

│

│ ┌─ **if (***NbrEnt* **%** 2 **≠** 0 **)**

│ │

│ │ **Sortir** "Nombre impair !"

│ │

│ ├─ **else**

│ │

│ │ **Sortir** "Nombre pair !"

│ └──

└──

* **Évaluation – Résultats**
  + Cas d'un nombre impair
    - Obtention : 5 ( = *NbrEnt*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **NbrEnt** |
| Obtention | ? | 5 |
| (*NbrEnt* % 2 ≠ 0) | VRAI | 5 |

* + - Sortie : Nombre impair !
  + Cas d'un nombre pair
    - Obtention : 8 ( = *NbrEnt*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **NbrEnt** |
| Obtention | ? | 8 |
| (*NbrEnt* % 2 ≠ 0) | FAUX | 8 |

* + - Sortie : Nombre pair !
* **Interprétation**

Le programme demande un nombre entier à l'utilisateur, et fait le test. Si le nombre est impair, on affiche "Nombre impair !" ; si le nombre obtenu est pair, on affiche "Nombre pair!".

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

* Pour un énoncé, plusieurs résolutions sont possibles !

*Exemple :*

┌─\* TestPair

│

│ **Sortir** "Entrer un nombre entier : "

│ **Obtenir** *NbrEnt*

│

│ ┌─ **if (***NbrEnt* **%** 2 **=** 0 **)**

│ │

│ │ **Sortir** "Nombre pair !"

│ │

│ ├─ **else**

│ │

│ │ **Sortir** "Nombre impair !"

│ └──

└──

1. Étant donné un utilisateur ayant choisi de quitter le programme Borland C, écrire le DA qui permet de sortir un message lui proposant la sauvegarde des dernières modifications effectuées et en fonction de sa réponse, d’afficher un message à l’écran.

- S'il répond "OUI" - sortir "Sauvegarde en cours d’exécution!" ;

- S'il répond "NON" - sortir "Attention ! Perte potentielle d’informations." ;

- S'il répond "ANNULER" - sortir "Retour à Borland C.".

###### Première version

* **Observation**
  + Donnée : rien ;
  + Entrée : le choix de l'utilisateur ;
  + Sortie : un message.
* **Diagramme**
  + Opérations : obtention, alternatives, sortie ;
  + Variable : *Choix* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : QuitterBorlandC.

┌─\* QuitterBorlandC

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│ ┌─ **if (***Choix*= "OUI"**)**

│ │

│ │ **Sortir** "Sauvegarde en cours d’exécution!"

│ │

│ ├─ **else**

│ │

│ │ ┌─ **if** **(***Choix*= "NON"**)**

│ │ │

│ │ │ **Sortir** "Attention ! Perte potentielle d’informations."

│ │ │

│ │ ├─ **else**

│ │ │

│ │ │ **Sortir** "Retour à Borland C."

│ │ └──

│ └──

└──

* **Évaluation – Résultats**
  + Cas du OUI
    - Obtention : "OUI" ( = *Choix*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Choix** |
| Obtention | ? | OUI |
| (*Choix* = "OUI") | VRAI | OUI |

* + - Sortie : Sauvegarde en cours d’exécution!
  + Cas du NON
    - Obtention : "NON" ( = *Choix*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Choix** |
| Obtention | ? | NON |
| (*Choix* = "OUI") | FAUX | NON |
| (*Choix* = "NON") | VRAI | NON |

* + - Sortie : Attention ! Perte potentielle d’informations.
  + Cas du ANNULER
    - Obtention : "ANNULER" ( = *Choix*)
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Choix** |
| Obtention | ? | ANNULER |
| (*Choix* = "OUI") | FAUX | ANNULER |
| (*Choix* = "NON") | FAUX | ANNULER |

* + - Sortie : Retour à Borland C.
* **Interprétation**

Le programme demande à l'utilisateur de choisir s'il veut sauver ou pas. On teste d'abord si le choix est "OUI" ou pas. Si c'est le cas, on affiche "Sauvegarde en cours d’exécution!" ; sinon, on teste si le choix est "NON". Si l'utilisateur a choisi "NON", on affiche "Attention ! Perte potentielle d’informations." ; sinon, on affiche "Retour à Borland C.".

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

* ***Pour les résolutions suivantes, par souci de concision, la démarche ODERIC ne sera détaillée que pour le premier exercice du chapitre. Pour les autres, seules les deux premières étapes de cette méthode (Observation et Diagramme) seront présentées. Cela ne remet en aucun cas en cause l'utilité de cette méthode lors de la résolution d'un exercice. En effet, ces étapes peuvent être utilisées lors des exercices individuels de manière à s'assurer de la correction des diagrammes réalisés.***

###### Deuxième version : Utiliser une variable supplémentaire

* **Observation**
  + Donnée : rien ;
  + Entrée : le choix de l'utilisateur ;
  + Sortie : un message.
* **Diagramme**
  + Opérations : obtention, alternatives, sortie ;
  + Variables : *Choix*, *Message* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : QuitterBorlandC.

┌─\* QuitterBorlandC

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│ ┌─ **if** **(***Choix*= "OUI"**)**

│ │

│ │ *Message* = "Sauvegarde en cours d’exécution!"

│ │

│ ├─ **else**

│ │

│ │ ┌─ **if (***Choix*= "NON"**)**

│ │ │

│ │ │ *Message* = "Attention ! Perte potentielle d’informations."

│ │ │

│ │ ├─ **else**

│ │ │

│ │ │ *Message* = "Retour à Borland C."

│ │ └──

│ └──

│ **Sortir** *Message*

└──

###### Troisième version : Prévoir une option par défaut

* **Observation**
  + Donnée : rien ;
  + Entrée : le choix de l'utilisateur ;
  + Sortie : un message.
* **Diagramme**
  + Opérations : obtention, alternatives, sortie ;
  + Variables : *Choix*, *Message* ;
  + Initialisation : *Message* = "Sauvegarde en cours d'exécution!" ;
  + Diagramme d'actions : QuitterBorlandC.

┌─\* QuitterBorlandC

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│ *Message* = "Sauvegarde en cours d’exécution!"

│

│ ┌─ **if** **(***Choix*= "NON"**)**

│ │

│ │ *Message* = "Attention ! Perte potentielle d’informations."

│ │

│ ├─ **else**

│ │

│ │ ┌─ **if** **(***Choix*= "ANNULER"**)**

│ │ │

│ │ │ *Message* = "Retour à Borland C."

│ │ └──

│ └──

│ **Sortir** *Message*

└──

###### Quatrième version : Prévoir les cas d’erreur

Il s'agit du même diagramme d’actions que la deuxième version en ajoutant le cas d'erreur. Tous les cas valides sont testés de manière systématique afin de cibler correctement les cas d'erreur. Le diagramme est le suivant :

┌─\* QuitterBorlandC

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│ ┌─ **if** **(***Choix*= "OUI"**)**

│ │

│ │ *Message* = "Sauvegarde en cours d’exécution!"

│ │

│ ├─ **else**

│ │

│ │ ┌─ **if** **(***Choix*= "NON"**)**

│ │ │

│ │ │ *Message* = "Attention ! Perte potentielle d’informations."

│ │ │

│ │ ├─ **else**

│ │ │

│ │ │ ┌─ **if** **(***Choix*= "ANNULER"**)**

│ │ │ │

│ │ │ │ *Message* = "Retour à Borland C."

│ │ │ │

│ │ │ ├─ **else**

│ │ │ │

│ │ │ │ *Message* = "Choix incorrect : tapez OUI/NON/ANNULER !"

│ │ │ └──

│ │ └──

│ └──

│ **Sortir** *Message*

└──

1. Écrire le DA qui, étant donné trois nombres (*Nbr1*, *Nbr2* et *Nbr3*) introduits par l’utilisateur au clavier, permet de déterminer et de sortir le plus petit d'entre eux.

┌─\* Minimum3N

│

│ **Sortir** "Entrez trois nombres : "

│ **Obtenir** *Nbr1*, *Nbr2*, *Nbr3*

│

│ *Min* = *Nbr1*

│

│ ┌─ **if** **(***Nbr2* < *Min***)**

│ │

│ │ *Min = Nbr2*

│ │

│ └──

│ ┌─ **if** **(***Nbr3* < *Min***)**

│ │

│ │ *Min = Nbr3*

│ │

│ └──

│ **Sortir** "Le minimum est : ", *Min*

└──

* **Observation**
  + Donnée : rien ;
  + Entrées : les trois nombres ;
  + Sortie : le minimum.
* **Diagramme**
  + Opérations : obtention, alternatives, sortie ;
  + Variables : *Nbr1*, *Nbr2*, *Nbr3*, *Min* ;
  + Initialisation : *Min* = *Nbr1* ;
  + Diagramme d'actions : Minimum3N.

1. Une adresse IP (Internet Protocol) peut être découpée en 4 zones de 8 bits, c'est-à-dire en 4 octets. La valeur maximale de chacun d'entre eux est 255.

La valeur de la première zone détermine la classe (A, B, C, D ou E) et la classe détermine l’envergure du réseau. Voici un tableau reprenant les différentes valeurs de ce premier octet ainsi que la classe qui leur correspond et le type de réseau qui lui est associé :

|  |  |  |
| --- | --- | --- |
| CLASSES | VALEUR DU 1ER OCTET | TYPE DE RÉSEAU |
| A | 1 → 126 | Grande envergure |
| B | 128 → 191 | Moyenne envergure |
| C | 192 → 223 | Petits réseaux locaux |
|  | 0 ou 127 | Tests |

Étant donnée la valeur décimale du 1er octet de l’adresse IP, écrire le DA qui détermine la classe correspondante (sans tenir compte des cas d'erreur).

* **Observation**
  + Donnée : rien ;
  + Entrée : le premier octet ;
  + Sortie : la classe.
* **Diagramme**
  + Opérations : obtention, alternatives, sortie ;
  + Variables : *Octet*, *Classe* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : AdresseIP.

┌─\* AdresseIP

│

│ **Sortir** "Entrez la valeur du premier octet de l'adresse IP : "

│ **Obtenir** *Octet*

│

│ ┌─ **if** **(***Octet* = 0 **OR** *Octet = 127***)**

│ │

│ │ **Sortir** "Test"

│ │

│ ├─ **else**

│ │

│ │ ┌─ **if** **(***Octet* ≥ 1 **AND** *Octet* ≤ *126***)**

│ │ │

│ │ │ *Classe* = "A"

│ │ │

│ │ ├─ **else**

│ │ │

│ │ │ ┌─ **if** **(***Octet* ≥ 128 **AND** *Octet* ≤ *191***)**

│ │ │ │

│ │ │ │ *Classe* = "B"

│ │ │ │

│ │ │ ├─ **else**

│ │ │ │

│ │ │ │ ┌─ **if** **(***Octet* ≥ 192 **AND** *Octet* ≤ *223***)**

│ │ │ │ │

│ │ │ │ │ *Classe* = "C"

│ │ │ │ │

│ │ │ │ └──

│ │ │ └──

│ │ └──

│ │ **Sortir** "La classe correspondant à cette adresse IP est : ", *Classe*

│ └──

└──

# Les Répétitives

## Qu'est-ce qu'une répétitive ?

Également appelée **boucle** ou **structure itérative**, la **structure répétitive** exprime qu’un ensemble d'actions peut se dérouler plusieurs fois tant qu'une condition reste vérifiée.

### A quoi cela sert-il ?

Pour mieux comprendre l'utilité des répétitives, prenons un exemple concret tel que le cas d’une saisie au clavier (une lecture) où, par exemple, le programme pose une question à laquelle l’utilisateur doit répondre par "OUI" ou "NON".

Tôt ou tard, l’utilisateur, facétieux ou maladroit, risque de taper autre chose que la réponse attendue. Dès lors, le programme peut poser problème soit par une erreur d’exécution (parce que le type de réponse ne correspond pas au type de la variable attendu) soit par une erreur fonctionnelle (il se déroule normalement jusqu’au bout, mais en produisant des résultats fantaisistes).

Pour palier ce problème, on met en place ce qu’on appelle un contrôle de saisie, afin de vérifier que les données entrées au clavier correspondent bien à celles attendues par l’algorithme. Lorsqu'on fait ce contrôle à l'aide d'une alternative, le diagramme d’actions est le suivant :

┌─\* ContrôleDeSaisie

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│ ┌─ **if** **(***Choix*≠ "OUI" **AND** *Choix* ≠ " NON"**)**

│ │

│ │ **Sortir**"Réponse erronée. Recommencez"

│ │ **Obtenir** *Choix*

│ └──

└──

Cela semble impeccable, du moins tant que l’utilisateur a le bon goût de ne se tromper qu’une seule fois, et d’entrer une valeur correcte à la deuxième demande.

Si l’on veut à nouveau vérifier le choix, en cas de deuxième erreur, il faut rajouter une alternative, et ainsi de suite.

La solution consistant à imbriquer des alternatives est donc une impasse. La seule issue est d'utiliser une **structure répétitive**.

La forme d'une répétitive est la suivante :

**TANT QUE** condition **FAIRE** séquence d'instructions **FINTANTQUE**

Cela signifie que lorsque le programme arrive sur la ligne du Tant Que. Il examine la valeur de la condition (qui, pour rappel, peut être une variable booléenne ou, plus fréquemment, une condition). Si cette valeur est VRAI, le programme exécute les instructions qui suivent le FAIRE, jusqu’à ce qu’il rencontre la ligne FinTantQue. Il retourne ensuite sur la ligne du TANTQUE, procède au même examen, et ainsi de suite. Cela ne s’arrête que lorsque la valeur de la condition prend la valeur FAUX.

Le diagramme d’actions correspondant est le suivant :

Faire *séquence d'instructions*

TANT QUE *condition*

FINTANTQUE

╔═ **do while** **(***condition***)**

║

║ *Séquence d'instructions*

║

║

╙─

Si on reprend le problème du contrôle de saisie, une première solution consiste à écrire :

┌─\* ContrôleDeSaisie

│

│ **Sortir** "Voulez-vous sauvegarder ?"

│ **Obtenir** *Choix*

│

│╔═ **do while** **(***Choix* ≠ "OUI" **AND** *Choix* ≠ "NON"**)**

│║

│║ **Sortir** "Voulez-vous sauvegarder ?"

│║ **Obtenir** *Choix*

│╙─

└──

Il est important de faire attention au fait que l'obtention de la valeur de *Choix* doit se faire au moins **une fois** avant de tester la condition. En effet, si ce test se fait sans avoir affecté une valeur à cette variable, le résultat sera aléatoire et risque de poser problème.

Pour éviter de devoir écrire deux fois l'obtention, on peut utiliser une autre structure répétitive :

**FAIRE** séquence d'instructions **TANT QUE** condition **FINTANTQUE**

Cela signifie que lorsque le programme arrive sur la ligne FAIRE, il effectue les instructions. Lorsqu'il atteint la ligne TANT QUE, il examine la valeur de la condition. Si cette valeur est VRAI, il retourne sur la ligne du FAIRE et recommence jusqu'à ce que la condition prenne la valeur FAUX qui le fait passer à la ligne FINTANTQUE.

Le diagramme d’actions correspondant est le suivant :

Faire

*séquence d'instructions*

TANT QUE *condition*

FINTANTQUE

╔═ **do**

║

║ *Séquence d'instructions*

║

║

╙─ **while** **(***condition***)**

Si on reprend le problème du contrôle de saisie, la deuxième solution consiste à écrire :

┌─\* ContrôleDeSaisie

│

│╔═ **do**

│║

│║ **Sortir** "Voulez-vous sauvegarder ?"

│║ **Obtenir** *Choix*

│║

│╙─ **while** **(***Choix* ≠ "OUI" **AND** *Choix* ≠ "NON"**)**

└──

### "Sans commencement" ou "Sans fin"

* Dans le cas d'un "TANT QUE condition FAIRE séquence d'instructions FINTANTQUE", si la valeur de la condition n'est jamais à VRAI, le programme ne rentrera jamais dans la boucle et celle-ci ne servira à rien. Cette boucle n'a donc pas de commencement.
* A l'inverse, une structure répétitive dans laquelle la valeur de la condition ne passe jamais à FAUX est une boucle sans fin ou boucle infinie. Le programme rentre alors sans arrêt dans la boucle et n’en sort plus.

Il est donc important, comme pour les structures alternatives, de bien vérifier les diagrammes d'actions et de s'assurer que les conditions soient correctement écrites.

## Compter en bouclant

Outre le contrôle de saisie, les boucles sont également utilisées pour compter.

*Exemple :* Calculer la somme de **5 entiers** entrés par l'utilisateur au clavier et afficher le résultat.

* **Observation**
  + Donnée : rien ;
  + Entrées : les 5 nombres;
  + Sortie : la somme.
* **Diagramme**
  + Opérations : obtention, somme, sortie ;
  + Variables : *Nbr1*, *Nbr2*, *Nbr3*, *Nbr4*, *Nbr5*, *Som* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : Somme5N.

La solution la plus simple qui aurait pu être envisagée est la suivante :

┌─\* Somme5N

│

│ **Sortir** "Entrez 5 entiers : "

│ **Obtenir** *Nbr1, Nbr2, Nbr3, Nbr4, Nbr5*

│

│ *Som* = *Nbr1* + *Nbr2* + *Nbr3* + *Nbr4* + *Nbr5*

│

│ **Sortir** *Som*

└──

Cependant, si on modifie un tant soit peu l'énoncé et qu'au lieu de demander la somme de 5 entiers, on demande la somme de **100 entiers**, cette solution est-elle toujours la plus simple ?

Il semble évident que dans cette situation, la meilleure solution serait d'utiliser une structure répétitive. En effet, le calcul de la somme se ferait au fur et à mesure de l'obtention des nombres et non en une seule instruction longue et illisible. De plus, cela permettrait non seulement de limiter le nombre de variables utilisées, mais également d'adapter facilement le diagramme en fonction du nombre d'entiers demandés.

*Exemple :* Calculer la somme de 100 entiers entrés par l'utilisateur au clavier et afficher le résultat.

* **Observation**
  + Donnée : rien ;
  + Entrées : les 100 nombres;
  + Sortie : la somme.
* **Diagramme**
  + Opérations : obtention, somme, sortie ;

💣 **compteur**

* + Variables : *Nbr*, *Som*, *Cpt* ;

💣 **initialisations**

* + Initialisations : *Som* = 0, *Cpt* = 1 ;
  + Diagramme d'actions : Somme100N.

**Remarques**

* Quand s'arrête la répétitive?

Dans cet exemple, la boucle est utilisée pour augmenter la valeur d’une variable. Cette utilisation des boucles est fréquente, et dans ce cas, il arrive souvent qu’on ait besoin d’effectuer un nombre **déterminé** de passages ou itérations (séquence d'[instruction](http://www.linux-france.org/prj/jargonf/I/instruction.html)s destinée à être exécutée plusieurs fois).

Pour cet exemple, il y a 100 itérations.

Or, même si on connaît le nombre d'itérations, la structure répétitive ne fait pas automatiquement de comptage de passages dans la boucle. La solution pour s’arrêter doit donc être gérée par le programmeur à l’aide d’un **compteur** qui va permettre de comptabiliser le nombre d’itérations déjà réalisées. Ce compteur doit être **initialisé** avant la boucle et **incrémenté** à chaque passage dans la boucle.

* Comment s'assurer que la somme est correcte ?

Comme la somme est calculée au fur et à mesure de l'obtention des nombres en **additionnant à la somme initiale le nombre lu**, il faut qu'elle soit **initialisée** à 0 (le neutre de l'addition).

* Pour cela, on initialise la variable Som à 0 avant la boucle.

┌─\* Somme100N

│

│ *Som* = 0

│ *Cpt* = 1

│

│╔═ **do while** **(***Cpt* ≤ 100**)**

│║

│║ **Sortir** "Entrez un nombre : "

│║ **Obtenir** *Nbr*

│║

│║ *Som* = *Som* + *Nbr*

│║

│║ *Cpt* ++

│╙─

│

│ **Sortir** *Som*

└──

Raccourci de

*Cpt* = *Cpt* + 1

* **Évaluation – Résultats**
  + Itération 1

**Initialisations**

* + - Obtention : 5 (= *Nbr*)
    - Tableau des variables :

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Nbr** | **Cpt** | **Som** |
| (*Cpt* ≤ 100) | VRAI | ? | 1 | 0 |
| Obtention | VRAI | 5 | 1 | 0 |
| *Som* = *Som* + *Nbr* | VRAI | 5 | 1 | 5 |
| *Cpt* ++ | VRAI | 5 | 2 | 5 |

* + - Sortie : aucune.
  + Itération 2
    - Obtention : 8 (= *Nbr*)
    - Tableau des variables :

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Nbr** | **Cpt** | **Som** |
| (*Cpt* ≤ 100) | VRAI | 5 | 2 | 5 |
| Obtention | VRAI | 8 | 2 | 5 |
| *Som* = *Som* + *Nbr* | VRAI | 8 | 2 | 13 |
| *Cpt* ++ | VRAI | 8 | 3 | 13 |

* + - Sortie : aucune.
  + Itérations 3 à 99 …

Supposons qu'après l'itération 99 (quand *Cpt* = 100) :

* + - *Som* = 157 ;
    - *Nbr* = 9.
  + Itération 100
    - Obtention : 10 (= *Nbr*)
    - Tableau des variables :

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Nbr** | **Cpt** | **Som** |
| (*Cpt* ≤ 100) | VRAI | 9 | 100 | 157 |
| Obtention | VRAI | 10 | 100 | 157 |
| *Som* = *Som* + *Nbr* | VRAI | 10 | 100 | 167 |
| *Cpt* ++ | VRAI | 10 | 101 | 167 |

* + - Sortie : aucune.
  + Sortie de la boucle
    - Obtention : aucune, on sort de la boucle.
    - Tableau des variables :

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Nbr** | **Cpt** | **Som** |
| (*Cpt* ≤ 100) | FAUX | 10 | 101 | 167 |

* + - Sortie : 167.
* **Interprétation**

Le programme demande en effet à l'utilisateur d'entrer 100 nombres (ni plus, ni moins) les uns à la suite des autres et d'en faire la somme.

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

## Des boucles dans des boucles

Pourquoi imbriquer des boucles ? Pour la même raison qu’on imbrique des alternatives. Une structure alternative permet de tester différents types de situations et d'y apporter la solution adéquate. Comme il a été montré dans les exemples et les exercices du Chapitre 2, une situation peut être décomposée en plusieurs situations, d'où l'imbrication des alternatives.

De même, une boucle est un traitement systématique, un examen d’une série d’éléments un par un (par exemple les classes d'une école). On peut imaginer que pour chaque élément ainsi considéré (pour chaque classe), on doive procéder à un examen systématique d’autre chose (les étudiants d'une classe). Ceci est un exemple typique de boucles imbriquées : on devra programmer une boucle principale (celle qui traite les classes une par une) et à l’intérieur, une boucle secondaire (celle qui prend les étudiants de cette classe un par un).

*Exemple :*

Écrire le DA qui permet de lister pour chaque classe (ou groupe) de première TI, les étudiants qui la composent. Il s'agit donc d'obtenir la lettre correspondante à la classe et pour chacune de ces classes, d'obtenir le nom de chaque étudiant de celle-ci. On demande en même temps de sortir le nom de chaque étudiant précédé de la lettre de sa classe à l'écran et ce, sous le format suivant : G - Martin

N.B. : On sait qu'il y a 6 classes. Pour signifier qu'il n'y a plus d'étudiant, l'utilisateur entrera "ZZZ".

* **Observation**

┌─\* ListingEtudiants1TI

│

│ *CptCla* = 1

│

│╔═ **do while** **(***CptCla* ≤ 6**)**

│║

│║ **Sortir** "Entrez la lettre de la classe : "

│║ **Obtenir** *Classe*

│║

│║ **Sortir** "Entrez le nom du 1er étudiant : "

│║ **Obtenir** *Nom*

│║

│║╔═ **Do while** **(***Nom ≠* "ZZZ"**)**

│║║

│║║ **Sortir** *Classe*, " – ", *Nom*

│║║

│║║ **Sortir** "Entrez le nom du suivant : "

│║║ **Obtenir** *Nom*

│║╙─

│║ *CptCla* ++

│╙─

└──

* + Donnée : rien ;
  + Entrées :

les classes et

les noms d'étudiant ;

* + Sorties :

les classes et

les noms d'étudiant.

* **Diagramme**
  + Opérations :

obtentions, sorties ;

* + Variables : *Classe*,

*Nom*,

*CptCla* ;

* + Initialisation : *CptCla* = 1 ;
  + Diagramme d'actions : ListingEtudiants1TI.

## En règle générale

### Vérifications d'usage

Lorsqu'on utilise une **répétitive**, il est impératif d'effectuer les trois vérifications suivantes en ce qui concerne la variable qui fait partie de la condition, la variable testée :

#### Avant la boucle

La variable testée doit être initialisée ou obtenue.

Il est important de faire attention au fait que l'obtention de la valeur de la variable testée ou à défaut, son initialisation, doit se faire **au moins une fois** avant de tester la condition. En effet, si ce test se fait sans avoir affecté une valeur à cette variable, le résultat sera aléatoire et risque de poser problème.

#### Dans la condition de la boucle

La condition sur la variable test doit être exprimée clairement et écrite correctement.

Dans le cas du "**do while** **(**condition**)**", Si la valeur de la condition n'est jamais à VRAI, le programme ne rentrera jamais dans la boucle et celle-ci ne servira à rien. Cette boucle n'a donc pas de commencement.

#### Dans la boucle

La variable testée doit être mise à jour.

Une structure répétitive dans laquelle la valeur de la condition ne passe jamais à FAUX est une boucle sans fin ou **boucle infinie**.

### Un méta-diagramme d’actions

De manière générale, lors de l'emploi d'une répétitive, le diagramme d’actions a la structure suivante :

┌─\* DiagrammeAvecRépétitive

│

│ Initialisations de la/des variable(s) test

│ *Ex.* : *Cpt* = 0

│ la/des autres variable(s)

│ *Ex.* : *Som =* 0 (pour + ) et *Prod* = 1 (pour \*)

│

│ [ Sortie(s) à effectuer avant la boucle ]

│

│╔═ **do while** **(***condition***)**

│║

│║ [Calcul(s )à effectuer plusieurs fois]

│║ [Sortie(s) à effectuer au fur et à mesure, dans la boucle]

│║

│║ Mise(s) à jour de la/des variable(s ) test

│║ de la /des autres variable(s)

│╙─

│

│ [Calculs finaux]

│

│ [Sortie(s) à effectuer après la boucle]

└──

## Exemples

1. Écrire le DA qui, étant donnés 100 nombres introduits par l’utilisateur au clavier, détermine et sort la moyenne et le maximum de ces nombres.

* **Observation**
  + Donnée : rien ;
  + Entrées : les 100 nombres;
  + Sorties : le maximum, la moyenne.
* **Diagramme**
  + Opérations : obtention, répétitive, sortie ;

***LV → Low Value*** = −∞

***HV → Hight Value*** = +∞

* + Variables : *Nbr*, *Cpt*, *Max*, *Moy* ;
  + Initialisations : *Cpt* = 1, *Max* = LV, *Moy* = 0 ;
  + Diagramme d'actions : MoyMax100N.

┌─\* MoyMax100N

│

│ *Max* = LV

│ *Cpt* = 1

│ *Moy* = 0

│

│╔═ **Do while** **(***Cpt* ≤ 100**)**

│║

│║ **Sortir** "Entrez un nombre : "

│║ **Obtenir** *Nbr*

│║

│║ *Moy* += *Nbr*

│║

│║

│║┌─ **if** **(***Nbr > Max***)**

│║│

│║│ *Max* = *Nbr*

│║└──

│║ *Cpt* ++

│╙─

│ *Moy* /= 100

│

│ **Sortir** "La moyenne des 100 nombres est ", *Moy*, "et leur

│ maximum est ", *Max*,"."

└──

Raccourci de

*Moy* = *Moy* + *Nbr*

1. Écrire le DA qui, étant donnés x nombres introduits par l’utilisateur au clavier, calcule et sort la somme des nombres positifs (non nuls) et le produit des nombres négatifs. L’introduction des nombres s’arrêtera lorsque l’utilisateur entrera la valeur 0.

* **Observation**

┌─\* SomProdN

│

│ **Sortir** "Entrez un nombre : "

│ **Obtenir** *Nbr*

│

│*Som* = 0

│*Prod* = 1

│

│╔═ **Do while** **(***Nbr* ≠ 0**)**

│║

│║┌─ **if** **(***Nbr* > *0***)**

│║│

│║│ *Som* += *Nbr*

│║│

│║├─ **else**

│║│

│║│ *Prod* \*= *Nbr*

│║└──

│║ **Sortir** "Entrez un nombre (0 pour terminer) : "

│║ **Obtenir** *Nbr*

│╙─

│

│ **Sortir** "La somme des positifs est ", *Som*,". **↵**"

│ "Le produit des négatifs est ", *Prod*,"."

└──

* + Donnée : rien ;
  + Entrées : les nombres (0 pour terminer);
  + Sorties : la somme des positifs (non nuls), le produit des négatifs.
* **Diagramme**
  + Opérations : obtention, répétitive, sortie ;
  + Variables : *Nbr*, *Som*, *Prod* ;
  + Initialisations : *Som* = 0, *Prod* = 1 ;
  + Diagramme d'actions : SomProdN.

1. Écrire le DA qui, étant donné un nombre entier positif non nul entré par l’utilisateur au clavier, transforme ce nombre en binaire.

*Exemple :* 10

5

2

1

0

0

1

0

1

*Reste*

*Quotient*

0

1

2

3

(10)10 = (1010)2

= 1\*103 + 0\*102 + 1\*101 + 0\*100

*Cpt*

10 / 2 = +

5 / 2 = +

2 / 2 = +

1 / 2 = +

* **Observation**
  + Donnée : rien ;
  + Entrée : le nombre entier positif non nul ;
  + Sortie : le nombre en binaire.
* **Diagramme**
  + Opérations : obtention, répétitive, sortie ;
  + Variables : NbrDec, NbrBin, Quotient, Reste, Cpt ;
  + Initialisations : *Quotient* = 0, *Cpt* = 0, *NbrBin* = 0;
  + Diagramme d'actions : ConversionDecBin.

┌─\* ConversionDecBin

│

│ **Sortir** "Entrez un nombre positif non nul : "

│ **Obtenir** *NbrDec*

│

│ *Quotient* = *NbrDec*

│ *NbrBin* = 0

│ *Cpt* = 0

│

│╔═ **Do while** **(***Quotient* ≠ 0**)**

│║

│║ *Quotient* = [Quotient / 2]ENT

│║ *Reste* = *NbrDec* % 2

│║ *NbrBin* += *Reste* \* 10^*Cpt*

│║

│║

│║ *Cpt* ++

│╙─

│

│ **Sortir** *NbrBin*

└──

1. Écrire le DA qui, à partir d’un chiffre compris entre 1 et 9 obtenu de l’utilisateur, permet de sortir une demi-pyramide.

*Exemple :* si le chiffre entré est 4

Ligne

1

2 2

3 3 3

┌─\* Pyramide

│ **Sortir** "Entrez un chiffre entre 1 et 9 : "

│ **Obtenir** *Nbr*

│

│ *CptL* = 1

│

│╔═ **Do while** **(***CptL* ≤ *Nbr***)**

│║

│║ *CptC* = 1

│║

│║╔═ **Do while** **(***CptC* ≤ *CptL***)**

│║║

│║║ **Sortir** *CptL*

│║║

│║║ *CptC* ++

│║╙─

│║ **Sortir** "**↵**"

│║ *CptL* ++

│╙─

└──

4 4 4 4

Colonne

* **Observation**
  + Donnée : rien ;
  + Entrée : le chiffre (∈ [1,9]);
  + Sortie : la demi-pyramide.
* **Diagramme**
  + Opérations : obtention, répétitive, sortie ;
  + Variables : *Nbr*, *CptL* (compteur de lignes), *CptC* (compteur de colonnes);
  + Initialisations : *CptL* = 1, *CptC* = 1 ;
  + Diagramme d'actions : Pyramide.

# Les tableaux à simple indice

## Utilité des tableaux

Pour mieux comprendre l'utilité des tableaux, voici une mise en situation : dans un programme, on pourrait avoir besoin de 10 valeurs à conserver **simultanément** en mémoire centrale de manière à les utiliser ultérieurement.

Par exemple, on demande 10 cotes pour calculer leur moyenne, et, en fonction de cette moyenne, on désire afficher la cote qui s'en rapproche le plus.

Évidemment, la seule solution dont nous disposons à l’heure actuelle consiste à déclarer dix variables (appelées par exemple *N1*, *N2*, *N3*, etc.) et à calculer la moyenne comme suit :

*Moy* = (*N1*+*N2*+*N3*+*N4*+*N5*+*N6*+*N7*+*N8*+*N9*+*N10*)/10

On doit ensuite procéder à la comparaison de chacune des variables avec cette moyenne de manière à trouver celle qui en est la plus proche.

Il est évident que cette façon de travailler est d’autant plus illisible et laborieuse que le nombre de valeurs à traiter est important.

De plus, si l’on ne connaît pas avec exactitude la quantité de valeurs à traiter, le programme devient encore plus complexe à réaliser.

C’est pourquoi la programmation permet de rassembler toutes ces variables en une seule, au sein de laquelle chaque valeur est désignée par un numéro. Il s'agit d'un tableau.

## Définition

Un ensemble de valeurs portant le même nom de variable et repérées par un nombre s’appelle un **tableau** ou encore une **variable indicée**.

Le nombre qui, au sein d’un tableau, sert à repérer chaque valeur s’appelle l’**indice**.

Il est important de noter dès maintenant que, pour plus de facilité lors de la traduction d'un DA en langage C on décide par convention de commencer un tableau à l’indice à 0. Un tableau comprenant **N éléments** verra son **indice** aller de **0 à N-1**.

Chaque fois que l’on doit désigner un élément du tableau, on fait figurer le nom du tableau, suivi de l’indice de l’élément, entre crochets : *NomTab* **[** *indice* **]**.

Un tableau de N éléments peut être représenté graphiquement de la manière suivante :

NomTab

NomTab[0]

NomTab[1]

NomTab[2]

NomTab[N-1]

?

?

?

?

…

## Quelques manipulations simples des tableaux

### Remplir un tableau avec des nombres obtenus au clavier

*Exemple :* On désire demander à l'utilisateur d'introduire 10 nombres au clavier et de remplir un tableau avec ces 10 nombres.

Pour cela, on doit prévoir un tableau appelé, par exemple, *TabCote*, composé de 10 cellules qui ont pour nom *Cell*. Chaque cellule contient une valeur correspondant à une des cotes. La structure du tableau est décrite de la manière suivante :

TabCote

Cell

Cote

10 \*

La représentation graphique du tableau est :

TabCote[0]

?

?

?

?

?

?

?

?

?

?

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

* Le tableau est rempli de points d’interrogation puisqu’on ne sait pas, pour l’instant, ce qui se trouve dans cette partie de mémoire. Il n'a pas été initialisé !
* **Observation**
  + Donnée : rien ;
  + Entrées : les 10 nombres ;
  + Sortie : rien.
* **Diagramme**
  + Opération : garnir un tableau ;
  + Variables : *TabCote*, *Ind* ;
  + Initialisation : *Ind* = 0 ;
  + Diagramme d'actions : GarnirTableau

|  |  |
| --- | --- |
| ┌─\* GarnirTableau  │  │ Ind = 0  │  │╔═ Do while (Ind < 10)  │║  │║ Sortir "Entrez un nombre : "  │║ Obtenir TabCote [ Ind ]  │║  │║ Ind++  │╙─  └── | On choisit une variable Ind qui représente l'indice du tableau afin de pouvoir parcourir toutes les cellules de celui-ci, c'est-à-dire en commençant par la cellule 0 au premier passage dans la boucle et en terminant par la cellule 9 au dernier passage.  L’instruction **Obtenir** *TabCote***[***Ind***]** permet de prendre une valeur introduite par l’utilisateur au clavier et de la placer dans la cellule d'indice *Ind* du tableau. |

* **Évaluation – Résultats**
  + Itération 1
    - Obtention : 5 (= *TabCote*[0], car *Ind* = 0)
    - Représentation graphique :

TabCote[0]

?

5

?

?

?

?

?

?

?

?

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

* + - Sortie : aucune.
  + Itération 2
    - Obtention : 8 (= *TabCote*[1], car *Ind* = 1)
    - Représentation graphique :

TabCote[0]

?

5

8

?

?

?

?

?

?

?

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

* + - Sortie : aucune.
  + Itérations 3 à 9
    - Obtentions : 3 (= *TabCote*[2]), 1 (= *TabCote*[3]), 9 (= *TabCote*[4]),

4 (= *TabCote*[5]), 6 (= *TabCote*[6]), 2 (= *TabCote*[7]),

0 (= *TabCote*[8])

* + - Représentation graphique :

TabCote[0]

1

5

8

3

9

4

6

2

0

?

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

* + - Sortie : aucune.
  + Itération 10
    - Obtention : 7 (= *TabCote*[9])
    - Représentation graphique :

TabCote[0]

1

5

8

3

9

4

6

2

0

7

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

* + - Sortie : aucune.
  + Sortie de la boucle
    - Obtention : aucune, on sort de la boucle.
    - Tableau des variables :

|  |  |  |
| --- | --- | --- |
| **Instruction** | **Valeur des conditions** | **Ind** |
| (*Ind* < 10) | FAUX | 10 |

* + - Sortie : aucune.
* **Interprétation**

Le programme demande en effet à l'utilisateur d'entrer 10 nombres (ni plus, ni moins) les uns à la suite des autres et les stocke dans le tableau.

* **Conclusion**

Le programme fait bien ce qui était demandé dans l'énoncé.

### Initialiser un tableau de nombres

Lorsqu’une cellule est destinée au cumul d’un ensemble de valeurs, elle doit être initialisée à 0.

Dans l’exemple précédent, il n’était pas nécessaire d’initialiser les cellules puisqu'on affectait automatiquement une valeur à chaque cellule. Autrement dit, pour une cellule, la valeur qui était obtenue remplaçait directement le contenu précédent de cette cellule.

*Exemple :* Soit un tableau *TabNbr* de 10 cellules décrit comme le précédent. On demande d’initialiser ce tableau à 0.

TabNbr

Cell

Nbr

10 \*

La structure du tableau s'écrit :

La représentation graphique du tableau est :

TabNbr[0]

?

?

?

?

?

?

?

?

?

?

TabNbr

TabNbr[1]

TabNbr[2]

TabNbr[3]

TabNbr[5]

TabNbr[6]

TabNbr[7]

TabNbr[8]

TabNbr[9]

TabNbr[4]

* **Observation**
  + Donnée : rien ;
  + Entrée : rien ;
  + Sortie : rien.
* **Diagramme**
  + Opération : initialiser un tableau ;
  + Variables : *TabNbr*, *Ind* ;
  + Initialisation : *Ind* = 0 ;
  + Diagramme d'actions : InitialiserTableau.

|  |  |
| --- | --- |
| ┌─\* InitialiserTableau  │  │ *Ind* = 0  │  │╔═ **Do while** (*Ind* < 10)  │║  │║ *TabNbr* [ *Ind* ] = 0  │║  │║ *Ind*++  │╙─  └── | Même principe que l’exemple précédent sauf qu'au lieu de demander une valeur pour chaque cellule, on initialise chacune d'elles à 0. |

La représentation graphique du résultat est :

TabNbr[0]

0

0

0

0

0

0

0

0

0

0

TabNbr

TabNbr[1]

TabNbr[2]

TabNbr[3]

TabNbr[5]

TabNbr[6]

TabNbr[7]

TabNbr[8]

TabNbr[9]

TabNbr[4]

### Afficher à l’écran le contenu d’un tableau

*Exemple :* On demande à l'utilisateur d'afficher les nombres qui sont dans le tableau *TabCote* (présenté au point 4.4.1) déjà stocké en mémoire centrale.

* **Observation**
  + Donnée : le tableau ;
  + Entrée : rien ;
  + Sorties : les 10 nombres.
* **Diagramme**
  + Opération : sortir les éléments d'un tableau ;
  + Variables : *TabCote*, *Ind* ;
  + Initialisation : *Ind* = 0 ;
  + Diagramme d'actions : SortirTableau.

|  |  |
| --- | --- |
| ┌─\* SortirTableau  │  │ *Ind* = 0  │  │╔═ **Do while** (*Ind* < 10)  │║  │║ Sortir *TabCote* [ *Ind* ], " "  │║  │║ *Ind*++  │╙─  └── | On prend un indice Ind (initialisé à 0) qui permet de parcourir toutes les cellules du tableau.  L’instruction Sortir *TabCote*[*Ind*] permet de sortir la valeur de la Indième cellule du tableau. |

* **Évaluation – Résultats**

Si on reprend le tableau du point 4.4.1, après avoir été entièrement garni, il apparaît comme suit :

TabCote[0]

1

5

8

3

9

4

6

2

0

7

TabCote

TabCote[1]

TabCote[2]

TabCote[3]

TabCote[5]

TabCote[6]

TabCote[7]

TabCote[8]

TabCote[9]

TabCote[4]

L'exécution du DA affichera la sortie suivante :

5 8 3 1 9 4 6 2 0 7

### Rechercher un élément dans un tableau

*Exemple :* Étant donné un tableau, en mémoire centrale, contenant un maximum de 100 noms de famille, on désire permettre à l'utilisateur de rechercher parmi ceux-ci un nom encodé au clavier. Si le nom recherché est présent dans le tableau, le message "Ce nom a déjà été enregistré !" sera affiché, sinon, le message affiché sera "Ce nom n'a pas encore été enregistré !".

Pour cela, on doit prévoir un tableau appelé, par exemple, *TabNom*, composé de 100 cellules qui ont pour nom Cell. Chaque cellule contient une valeur correspondant à un nom. La structure du tableau est décrite de la manière suivante :

TabNom

Cell

Nom

100 \*

* **Observation**
  + Donnée : le tableau ;
  + Entrée : un nom ;
  + Sortie : un message.
* **Diagramme**
  + Opérations : obtention, recherche, sortie ;
  + Variables : *TabNom*, *Nom*, *Ind* ;
  + Initialisation : *Ind* = 0 ;
  + Diagramme d'actions : RechercheTableau.

┌─\* RechercheTableau

│

│ *Ind* = 0

│

│ **Sortir** "Nom recherché : "

│ **Obtenir** *Nom*

│

│╔═ **Do while** **(***Ind* < 100 **AND** *Nom*≠ *TabNom* [ *Ind* ]**)**

│║

│║ *Ind*++

│╙─

│┌─ **if (***Ind =*100**)**

││

││ **Sortir** "Ce nom n'a pas encore été enregistré !"

││

│├─ **else**

││

││ **Sortir** "Ce nom a déjà été enregistré !"

│└──

└──

## Un peu d'organisation avec les modules

### Pourquoi utiliser des modules ?

Un programme, surtout s'il est long, doit souvent effectuer des traitements similaires à plusieurs moments de son déroulement. Par exemple, la saisie d’une réponse "oui" ou "non" (et le contrôle qu’elle implique), peuvent être répétés à des moments différents de la même application.

La manière la plus évidente, mais aussi la moins habile, de programmer ce genre de choses, est bien entendu de répéter le code correspondant autant de fois que nécessaire, c'est-à-dire en recopiant presque mot à mot les lignes de codes voulues.

Cependant, en procédant de cette manière, le programmeur prend des risques.

En effet, bien que la structure d'un programme écrit de cette manière puisse paraître simple, elle est en réalité inutilement longue. Elle contient des répétitions, et pour peu que le programme soit conséquent, il peut devenir parfaitement illisible.

Or, le fait d’être lisible et facilement modifiable est un critère essentiel pour l’élaboration d’un programme informatique. Cela devient même une nécessité incontournable lorsque l’on travaille dans le cadre d’une organisation (entreprise ou autre) et que le programme doit être mis à jour par des personnes qui n’en sont pas les concepteurs de base.

Il est clair qu’une structure trop lourde pose des problèmes considérables de maintenance. En effet, toute modification du code impose la recherche des différentes apparitions de ce code et, en cas d’oubli, le déroulement du programme devient incertain.

Il faut donc opter pour une autre stratégie, qui consiste à séparer ce traitement du corps du programme et à appeler ces instructions (qui ne figurent donc plus qu’en un seul exemplaire) à chaque fois qu’on en a besoin. Ainsi, la lisibilité est assurée, le programme devient **modulaire**, et il suffit de faire une seule modification au bon endroit, pour que cette modification prenne effet dans la totalité de l’application.

Il est ainsi intéressant de regrouper un ensemble d'instructions sous un même nom, dans un module :

* Chaque fois qu'une même suite d'instructions doit être répétée plusieurs fois dans un programme ;
* Lorsqu'une suite d'instructions forme une action globale.

Le programme est alors plus clair et les erreurs plus facilement détectables.

Le corps du programme s’appelle alors le **module principal**, et ces groupes d’instructions auxquels on a recours s’appellent des **modules**.

Ces termes sont bien sûr génériques. En effet, en langage C, la fonction "main" est la fonction principale et les autres modules sont appelés fonctions, alors qu'en Pascal, on appelle ces modules des procédures si elles ne renvoient pas de résultat et fonctions dans le cas contraire.

### Qu'est-ce qu'un module ?

Avant d'aborder la description d'un module, il est important de spécifier que le **module principal** est celui qui contient la première instruction du programme.

Ce module principal contient une séquence d'instructions parmi lesquelles peuvent figurer des alternatives, des répétitives, mais également des **appels à un module**.

Il s'agit d'une nouvelle instruction qui, comme les alternatives et les répétitives, a une représentation graphique. En effet, un appel à un module se fait en citant le nom de celui-ci dans un rectangle, comme suit :

NomDuModule

*Exemple :* On désire écrire un diagramme d’actions qui fait appel à un module permettant d'afficher "Bonjour !" à l'écran.

* **Observation**
  + Donnée : rien ;
  + Entrée : rien ;
  + Sortie : un message.
* **Diagramme**
  + Opération : sortie ;
  + Variable : aucune ;
  + Initialisation : aucune;
  + Diagramme d'actions : AppelModule.

┌─\* AppelModule

│

│

│

└──

┌─\* Sortie

│

│ **Sortir** "Bonjour !"

│

└──

Sortie

Module Principal

Module

### Module de sortie et passage d'arguments

En modifiant l'exemple qui précède, l'utilisateur peut introduire le message qu'il désire voir apparaître à l'écran. Le programme doit alors demander à l'utilisateur d'introduire un message, et au lieu d'afficher ce message directement dans le module principal, c'est le **module de sortie** qui va s'en charger.

Cela a deux implications :

* Lorsqu’on appelle le module, il faut lui préciser quel message l'utilisateur a introduit ;
* Le module doit, d'une part, être "prévenu" qu’il recevra un message, et, d'autre part, être capable de le récupérer pour l’afficher.

Ces deux indications sont représentées par la **flèche** positionnée dans le **coin supérieur droit** de l'appel au module de sortie. Le **nom de variable** situé à la droite de cette flèche est un **argument** du module, dans ce cas il s'agit du message.

* **Observation**
  + Donnée : rien ;
  + Entrée : un message ;
  + Sortie : le message.
* **Diagramme**
  + Opérations : obtention, sortie ;
  + Variable : *Message* ;
  + Initialisation : aucune;
  + Diagramme d'actions : AppelModuleSortie.

┌─\* AppelModuleSortie

│

│ **Sortir** "Entrez un message : "

│ **Obtenir** *Message*

│

│ ↓ *Message*

│

└──

┌─\* Sortie

│

│ **Sortir** *Message*

└──

Sortie

Il est bien sûr possible de passer plusieurs arguments à un module. Ceux-ci seront séparés par une virgule. Cependant, il est important de ne passer que les arguments nécessaires au bon déroulement du programme.

*Exemple :* Voici un module de sortie auquel est passé en argument un message et un nom.

Sortie

↓ *Message*, *Nom*

### Module d'obtention et renvoi de résultats

Dans ce cas, comme dans l'exemple précédent, l'utilisateur introduit un message, et le programme affiche celui-ci. Cependant, en plus d'utiliser le module de sortie, ce programme va aussi faire appel à un **module d'obtention**. Ce module a pour objectif de demander le message à l'utilisateur et de le renvoyer au module principal.

Cela a deux implications :

* Lorsqu’on quitte le module, il faut préciser au module principal quel message l'utilisateur a introduit ;
* Le module doit être "prévenu" qu’il doit renvoyer un message et être capable de le renvoyer.

Ces deux indications sont représentées par la **flèche** positionnée dans le **coin inférieur droit** de l'appel au module de sortie. Le **nom de variable** situé à la droite de cette flèche est un **résultat** du module ; dans ce cas, il s'agit du message.

* **Observation**
  + Donnée : rien ;
  + Entrée : un message ;
  + Sortie : le message.
* **Diagramme**
  + Opérations : obtention, sortie ;
  + Variable : *Message* ;
  + Initialisation : aucune;
  + Diagramme d'actions : AppelModuleObtention.

┌─\* AppelModuleObtention

│

│

│

│

│

│

│

└──

┌─\* Obtention

│

│ **Sortir** "Entrez un message : "

│ **Obtenir** *Message*

└──

┌─\* Sortie

│

│ **Sortir** *Message*

└──

Sortie

↓ *Message*

Obtention

↓ *Message*

Un module peut aussi renvoyer plusieurs résultats. Ceux-ci seront également séparés par une virgule. Cependant, il est important de ne renvoyer que les résultats nécessaires au bon déroulement du programme.

*Exemple :* Voici un module d'obtention qui renvoie le nom et l'âge d'une personne.

Obtention

↓ *Nom*, *Age*

### Programme complet avec des modules

On désire demander à l'utilisateur de garnir un tableau de 10 nombres entiers afin de pouvoir en calculer la moyenne. Le programme affichera la liste des nombres introduits par l'utilisateur séparés par des virgules ainsi que leur moyenne.

La sortie aura le format suivant :

Les nombres sont : 5, 8, 15, 12, 23, 24, 14, 78, 20, 17

Leur moyenne est : 21.6

La structure du tableau est la suivante :

TabNbr

CellNbr

Nbr

10 \*

* **Observation** 
  + Donnée : rien ;
  + Entrées : les nombres ;
  + Sorties : les nombres et leur moyenne.
* **Diagramme** 
  + Opérations : module d'obtention, module de traitement, module de sortie ;
  + Variables : *TabNbr*, *Cpt*, *Moy* ;
  + Initialisation : aucune dans le programme principal ;
  + Diagramme d'actions : MoyenneNbr.

┌─\* Obtention

│

│ *Cpt* = 0

│

│ **Sortir** "Entrez 10 entiers : "

│

│╔═ **Do while** **(** *Cpt* < 10 **)**

│║

│║ **Obtenir** *TabNbr* [*Cpt*]

│║ *Cpt* ++

│╙─

└──

┌─\* Moyenne

│

│ Cpt = 0

│

│╔═ Do while ( Cpt < 10 )

│║

│║ Moy += TabNbr [Cpt]

│║ Cpt ++

│╙─

│ Moy /= 10

└──

┌─\* Sortie

│

│ **Sortir** "Les nombres sont : ", *TabNbr* [0]

│

│ *Cpt* = 1

│

│╔═ **Do while** **(** *Cpt* < 10 **)**

│║

│║ **Sortir** ", ", *TabNbr* [*Cpt*]

│║ *Cpt* ++

│╙─

│ **Sortir** "**↵**Leur moyenne est : ", *Moy*

└──

┌─\* MoyenneNbr

│

│

│

│

│

│

│

│

│

│

│

│

│

└──

Obtention

↓ *TabNbr*

Sortie

↓ *TabNbr*, *Moy*

Moyenne

↓ *Moy*

↓ *TabNbr*

## Les structures

Jusqu'à présent, deux façons de mémoriser les informations en mémoire centrale ont été abordées : les variables et les tableaux.

Une **variable** permet de mémoriser **une information** soit de type numérique, soit de type alphanumérique.

Un **tableau** permet de mémoriser **plusieurs informations** sous un même nom de variable. Cependant, ces informations doivent toutes être du même type. Elles sont repérées grâce à un numéro qui les identifie au sein du tableau.

### Pourquoi utiliser des structures ?

Si le programmeur a besoin de mémoriser plusieurs informations de types différents pour **une même entité** à traiter, il est contraint de prévoir plusieurs variables.

*Exemple :* Un programme nécessite de mémoriser les caractéristiques d'une personne. Celle-ci peut être représentée par son nom, son prénom et sa date de naissance (au format JJMMAAAA).

Dans ce cas, le programmeur devra utiliser une variable pour le nom, une variable pour le prénom et une variable pour la date de naissance :

* *Nom* : alphanumérique ;
* *Prenom* : alphanumérique ;
* *DateNais* : numérique.

Si, en plus de cela, le programmeur doit traiter **plusieurs entités ayant les mêmes caractéristiques**, il doit alors utiliser plusieurs tableaux, chacun consacré à une des caractéristiques.

*Exemple :* Un programme nécessite de mémoriser les caractéristiques d'un ensemble de 10 personnes.

Dans ce cas, le programmeur devra utiliser un tableau de 10 éléments contenant les noms, un tableau de 10 éléments contenant les prénoms et un tableau de 10 éléments contenant les dates de naissance :

* *TabNom* : alphanumérique ;
* *TabPre* : alphanumérique ;
* *TabDate* : numérique.

La représentation graphique des ces trois tableaux serait la suivante :

?

?

?

?

?

?

?

?

?

TabNom

TabNom[0]

TabNom[1]

TabNom[2]

TabNom[3]

TabNom[5]

TabNom[6]

TabNom[7]

TabNom[8]

TabNom[9]

TabNom[4]

?

?

?

?

?

?

?

?

?

?

TabPre

TabPre[0]

TabPre[1]

TabPre[2]

TabPre[3]

TabPre[5]

TabPre[6]

TabPre[7]

TabPre[8]

TabPre[9]

TabPre[4]

?

?

?

?

?

?

?

?

?

?

TabDate

TabDate[0]

TabDate[1]

TabDate[2]

TabDate[3]

TabDate[5]

TabDate[6]

TabDate[7]

TabDate[8]

TabDate[9]

TabDate[4]

Il est cependant nécessaire que ces trois tableaux soient **traités simultanément**, c'est-à-dire que, pour chaque personne traitée, chacune de ses caractéristiques se trouve dans les cellules des tableaux portant le même numéro.

*Exemple :* Si l'utilisateur veut enregistrer les caractéristiques de Denis Ritchie (qui a inventé le C en 1974 avec Brian Kernighan), il faut faire en sorte que celles-ci aient le même indice dans chacun des tableaux. D'où, ind représentant l'indice du tableau à un moment donné, on doit avoir :

*TabNom*[*ind*] = "Ritchie"

*TabPre*[*ind*] = "Denis"

*TabDate*[*ind*] = 09091941

L'utilisation d'une variable ou d'un tableau par caractéristique est assez encombrante et la manipulation simultanée de ces éléments rend le programme complexe et peu lisible. Comme cela a déjà été précisé, la lisibilité d'un algorithme est primordiale.

De ce fait, il a été décidé d'alléger la notation afin de permettre au programmeur de n'utiliser qu'un seul nom de variable pour une même entité.

### Qu'est-ce qu'une structure ?

Les **structures** permettent de remédier aux lacunes des tableaux, en regroupant des variables au sein d'une entité repérée par un seul nom de variable.   
Les éléments contenus dans la structure sont appelés **champs de la structure**.

Une structure, en pseudo langage, se présente de la manière suivante :

NomVar

NomChamp1

NomChamp …

NomChampN

Il s'agit ainsi de regrouper sous un même nom de variable un ensemble de champs représentant chacun une des caractéristiques de l'entité que l'on désire mémoriser. Le nombre de champs est fonction du nombre de caractéristiques.

*Exemple :* Si on reprend l'exemple d'une personne ayant un nom, un prénom et une date de naissance, la **structure** est présentée sous la forme qui suit :

Personne

Nom

Prenom

DateNais

Chaque champ devient une partie de la variable. Si on reprend les valeurs précédentes, la **représentation graphique** de celle-ci devient :

*Personne*

"Ritchie"

"Denis"

09091941

Pour pouvoir différencier les champs de la variable afin de leur affecter une valeur ou de les afficher, la **notation** suivante est utilisée :

*NomVar***.***NomChamp*

*Exemple :* Dans l'exemple précédent, les trois champs sont repérés comme suit :

*Personne***.***Nom*

*Personne***.***Prenom*

*Personne***.***DateNais*

### Tableau de structures

Dans le cas où le programmeur a besoin de plusieurs variables représentant le même type d'entité, il est conseillé d'utiliser un **tableau de structures** au lieu de plusieurs tableaux reprénant chacun une caractéristique.

Un **tableau de structure** est représenté de la manière suivante :

Cell

N\*

NomChamp1

NomChamp …

NomChampN

NomTab

La **représentation graphique** est la suivante :

*NomTab*

?

…

?

?

…

?

?

…

?

…

…

…

?

…

?

?

…

?

NomTab[0]

NomTab[1]

…

NomTab[N-2]

NomTab[N-1]

NomTab[2]

Pour pouvoir différencier les champs de chaque élément du tableau, afin de leur affecter une valeur ou de les afficher, la **notation** suivante est utilisée :

*NomTab*[*ind*]**.***NomChamp*

### Exemple

#### Énoncé

Les étudiants d'une Haute École peuvent réserver un ordinateur durant une des 100 périodes mises à disposition. Les périodes sont numérotées de 0 à 99.

Pour effectuer la réservation, les étudiants doivent entrer le numéro de la période (NumLu) souhaitée ainsi que leur identifiant (LoginLu).

* Si la période est libre, l'ordinateur est réservé et l'identifiant de l'étudiant est retenu.
* Sinon, l'étudiant a deux options :
  + Arrêter sa réservation en tapant -1 comme numéro de période ;
  + Donner le numéro d'une autre période.

Pour clôturer les réservations, l'administrateur entrera "ZZZ" comme nom d'utilisateur.

En fin de programme, l'administrateur souhaite connaître :

* La liste des périodes réservées avec le nom de l'étudiant correspondant ;
* Le(les) numéro(s) de période la(les) plus demandée(s) (ex æquo à envisager).

#### Solution

Pour résoudre cet exercice, on a besoin de deux tableaux : un pour les réservations (TabReserv) et un pour les périodes les plus demandées (TabPeriode)

Les structures de ces tableaux sont :

Cell

N\*

IdentEtud

NbrDem

TabReserv

Cell

N\*

NumPer

TabPeriode

* **Observation** 
  + Donnée : rien ;
  + Entrées : les logins et les numéros de période ;
  + Sorties : la liste des périodes réservées et la(les) période(s) la(les) plus demandée(s).
* **Diagramme** 
  + Opérations : module d'initialisation, module d'obtention, module de sortie des périodes réservées, module de recherche du (des) maximum(s), module de sortie du (des) maximum(s) ;
  + Variables : NumLu, LoginLu, TabReserv, CptRes, Max, TabPeriode, CptPer ;
  + Initialisation : le module d'initialisation de *Tabeserv* ;
  + Diagramme d'actions : GestionReservationOrdi.

┌─\* Initialisation

│

│ *CptRes* = 0

│

│╔═ **do while** **(** *CptRes ≤* 99**)**

│║

│║ *TabReserv*[*CptRes*]***.****IdentEtud* = " "

│║ *TabReserv*[*CptRes*]***.****NbrDem* = 0

│║

│║ *CptRes* ++

│╙─

│

│ **Sortir** "Entrez un login : "

│ **Obtenir** *LoginLu*

│

│╔═ **do while** **(** *LoginLu* ≠ "ZZZ" **)**

│║

│║ **Sortir** "Entrez le numéro de période demandé : "

│║ **Obtenir** *NumLu*

│║

│║ ╔═ **do while** **(** *NumLu*≠-1 **AND** *TabReserv*[*NumLu*]**.***IdentEtud* ≠ " " **)**

│║ ║

│║ ║ *TabReserv*[*NumLu*]**.***NbrDem ++*

│║ ║

│║ ║ **Obtenir** *NumLu*

│║ ╙─

│║┌─ **if** **(***NumLu*≠ -1**)**

│║│

│║│ *TabReserv*[*NumLu*]**.***NbrDem ++*

│║│ *TabReserv*[*NumLu*]**.***IdentEtud = LoginLu*

│║│

│║├─ **else**

│║│

│║│ **Sortir** "Recherche annulée."

│║└──

│║ **Sortir** "Entrez un login : "

│║ **Obtenir** *LoginLu*

│╙─

│ **Sortir** "Période**¬**Nom "

│

│ *CptRes* = 0

│

│╔═ **do while** **(** *CptRes* < 100 **)**

│║

│║┌─ **if** **(***TabReserv*[*CptRes*]**.***NbrDem* ≠ 0**)**

│║│

│║│ **Sortir** "**↵**", *CptRes*

│║│ **Sortir** "**¬**", *TabReserv*[*CptRes*]**.***IdentEtud*

│║└──

│║ *CptRes* ++

│╙─

.

.

.

.

.

.

│

│ *CptRes* = 0

│ *Max* = -1

│

│╔═ **do while** **(***CptRes* <100**)**

│║

│║┌─ **if** **(***TabReserv*[*CptRes*]**.***NbrDem >* *Max***)**

│║│

│║│ *Max = TabReserv*[*CptRes*]**.***NbrDem*

│║│ *CptPer* = 0

│║│ *TabPeriode*[*CptPer*] *= CptRes*

│║│

│║├─ **else**

│║│

│║│┌─ **if** **(***TabReserv*[*CptRes*]**.***NbrDem =* *Max***)**

│║││

│║││ *CptPer ++*

│║││ *TabPeriode*[*CptPer*] *= CptRes*

│║│└──

│║└──

│║ *CptRes* ++

│╙─

│

│┌─ **if** **(***CptPer >* 0**)**

││

││ **Sortir** "Les périodes les plus demandées sont : "

││

││ *CptRes* = 0

││

││╔═ **do while** **(** *CptRes* < *CptPer***)**

││║

││║ **Sortir** *TabPeriode*[*CptRes*]," "

││║ *CptRes* ++

││╙─

│├─ **else**

││

││ **Sortir** "La période la plus demandée est : ", *TabPeriode*[0]

│└──

└──

## Les tableaux triés

Avant de voir comment trier un tableau, technique indispensable à tout programmeur, il est d'abord question de savoir manipuler un tableau dont les éléments sont déjà triés.

### Recherche simple

*Exemple :* On désire écrire un diagramme d’actions qui permet de retrouver, dans un tableau de noms présent en mémoire centrale, un nom entré au clavier par l'utilisateur. Si le nom est présent dans le tableau, le message affiché est "Ce nom est répertorié en position : " suivi de la position. Sinon, le message est " Ce nom n'est pas répertorié !".

Considérant un tableau de noms, en mémoire centrale, dont la structure est la suivante :

TabNom

Cell

Nom

7 \*

Celui-ci ayant déjà été garni, la représentation graphique de ce tableau est :

TabNom[0]

Zoé

*TabNom*

TabNom[1]

TabNom[2]

TabNom[3]

TabNom[5]

TabNom[6]

TabNom[4]

Aline

Wim

Tom

Marc

Denis

Cédric

* **Observation**
  + Données : le tableau de noms, la taille du tableau ;
  + Entrées : le nom à rechercher ;
  + Sortie : un message.
* **Diagramme**
  + Opération : rechercher le nom ;
  + Variables : *TabNom*, *Cpt* ;
  + Initialisation : *Cpt* = 0 ;
  + Diagramme d'actions : RechercheTableauTrie.

┌─\* RechercheTableauTrie

│

│ *Cpt* = 0

│ **Sortir** "Nom recherché : "

│ **Obtenir** *Nom*

│

│╔═ **do while** **(***Cpt* < 7 **AND** *Nom*> *TabNom* [*Cpt*]**)**

│║ *Cpt* ++

│╙─

│┌─ **if (***Cpt* < 7 **AND** *Nom*= *TabNom* [*Cpt*]**)**

││

││ **Sortir** "Ce nom est répertorié en position : ", *Cpt+1*

││

│├─ **else**

││

││ **Sortir** "Ce nom n'est pas répertorié !"

│└──

└──

### Recherche dichotomique

Voici une technique célèbre de recherche qui révèle son utilité lorsque le nombre d'éléments est très élevé.

En effet, si au lieu d'avoir 7 éléments dans le tableau, il y en avait 40 000. Une première manière de vérifier si un nom se trouve dans ce tableau consiste à examiner successivement tous les noms, du premier au dernier, et à les comparer avec le nom recherché. Cette technique fonctionne, mais cela risque d'être long : si le nom ne se trouve pas dans le tableau, l'algorithme ne saura le signifier qu'après 40 000 tours de boucle ! Et même si le nom figure dans le tableau, la réponse exigera tout de même en moyenne 20 000 tours de boucle. C'est beaucoup, même pour un ordinateur.

Or, étant donné que les éléments du tableau sont triés (dans notre cas les noms sont triés par ordre alphabétique) il existe une manière beaucoup plus efficace d'effectuer la recherche.

Pour mieux comprendre cette technique, une mise en situation intéressante est celle de la recherche d'un mot dans le dictionnaire.

La manière la plus rationnelle de chercher un mot dans un dictionnaire est de comparer le mot à vérifier avec le mot qui se trouve au milieu du dictionnaire. Si le mot à vérifier est antérieur dans l'ordre alphabétique, on sait qu'on devra le chercher dorénavant dans la première moitié du dictionnaire. Si non, on sait qu'on devra le chercher dans la deuxième moitié.

A partir de là, on prend la moitié de dictionnaire qui reste, et on recommence : on compare le mot à chercher avec celui qui se trouve au milieu du morceau de dictionnaire restant. On écarte la mauvaise moitié, et on recommence, et ainsi de suite.

En continuant à couper le dictionnaire en deux, puis encore en deux, etc. on finit par se retrouver avec des morceaux qui ne contiennent plus qu'un seul mot. Et si on n'est pas tombé sur le bon mot à un moment ou à un autre, c'est que le mot à vérifier ne fait pas partie du dictionnaire.

Regardons ce que cela donne au niveau du nombre d'opérations à effectuer, en choisissant le pire cas : celui où le mot est absent du dictionnaire.

* Au départ, on cherche le mot parmi 40 000.
* Après le test n°1, on ne le cherche plus que parmi 20 000.
* Après le test n°2, on ne le cherche plus que parmi 10 000.
* Après le test n°3, on ne le cherche plus que parmi 5 000.
* etc.
* Après le test n°15, on ne le cherche plus que parmi 2.
* Après le test n°16, on ne le cherche plus que parmi 1.

Et là, on sait que le mot n'existe pas. D'où, la réponse est obtenue en 16 opérations contre 40 000 précédemment ! Cette différence de performance entre la technique de recherche simple et la technique de recherche par élimination montre bien l'utilité de cette dernière.

Si chaque mot du dictionnaire était placé dans une cellule d'un tableau, la recherche pourrait se faire en suivant le même principe. D'où, cette nouvelle technique de recherche dans un tableau trié est appelée **recherche dichotomiqu**e (du grec "couper en deux").

*Exemple :* Étant donné un tableau TabNbr de T cellules en mémoire centrale, on désire rechercher un nombre, entré par l'utilisateur au clavier. Si ce nombre est trouvé dans le tableau, le message affiché est "Le nombre est en position : " suivi de la position de celui-ci. Sinon, le message est "Ce nombre n'est pas dans le tableau".

TabNbr

Cell

Nbr

T \*

La structure du tableau s'écrit :

Afin de pouvoir délimiter la partie du tableau dans laquelle la recherche se fait, il est nécessaire d'utiliser deux variables permettant de connaître la limite inférieure et la limite supérieure de cette partie du tableau. De plus, il est nécessaire de connaître le milieu de cet intervalle.

* **Observation** 
  + Données : le tableau de nombres, la taille du tableau (*T*) ;
  + Entrée : le nombre à rechercher ;
  + Sortie : un message.
* **Diagramme** 
  + Opération : rechercher le nombre par dichotomie ;
  + Variables : TabNbr, Nbr, LInf, LSup, Milieu ;
  + Initialisations : *LInf* = 0, *LSup* = *T*-1, *Milieu* = [(*LInf* + *LSup*)/2]*ENT*;
  + Diagramme d'actions : RechercheDichotomique.

┌─\* RechercheDichotomique

│

│ *LInf* = 0

│ *LSup* = T-1

│ *Milieu* = [(*LInf* + *LSup*)/2]ENT

│

│ **Sortir** "Nombre recherché : "

│ **Obtenir** *Nbr*

│

│╔═ **do while** **(***LInf* < *LSup* **AND** *TabNbr* [*Milieu*] ≠ *Nbr***)**

│║

│║┌─ **if (***Nbr < TabNbr* [*Milieu*]**)**

│║│

│║│ *LSup* = *Milieu* - 1

│║├─ **else**

│║│

│║│ *LInf* = *Milieu* + 1

│║└──

│║ *Milieu* = [(*LInf* + *LSup*)/2]ENT

│╙─

│┌─ **if (***LInf* > *LSup***)**

││

││ **Sortir** "Ce nombre n'est pas dans le tableau !"

││

│├─ **else**

││

││ **Sortir** "Ce nombre est en position : ", *Milieu*

│└──

└──

### Décalages

Il est important de noter qu'il est impossible de supprimer ou d'ajouter une cellule à un tableau. En effet, comme cet espace est alloué de manière statique, aucune modification de cet espace n'est possible.

D'où, pour simuler ces manipulations, on déplace les valeurs des cellules déjà garnies, vers la droite ou vers la gauche, selon qu'il s'agit d'une insertion ou d'une suppression.

Lorsqu'on insère un élément dans un tableau, il est nécessaire, avant tout, de déplacer toutes les valeurs qui se trouvent dans les cellules suivant la cellule dans laquelle on va insérer l'élément. Dans le cas contraire, on perdra la valeur qui était dans cette cellule avant l'insertion. Il ne s'agirait donc plus d'une insertion, mais d'une modification.

Si on désire supprimer un élément du tableau, on se limite à effacer la valeur. La cellule devient alors vide à cet endroit. D'où, il est nécessaire dans ce cas de déplacer les valeurs de toutes les cellules qui suivent celle dont on a supprimé la valeur de manière à combler ce vide.

Les algorithmes qui permettent de réaliser ces décalages sont présentés ci-dessous sur base du tableau TabNbr dont la structure est :

TabNbr

Cell

Nbr

12 \*

Ce tableau est en mémoire centrale et a déjà été partiellement rempli. Le nombre d'éléments actuellement présents dans le tableau est *N*.

#### Décalage à droite

On désire créer un module permettant de décaler vers la droite tous les éléments du tableau, dont les N premiers éléments sont garnis, à partir de la position Pos, passée en argument.

* **Observation** 
  + Données : le tableau de nombres, la taille du tableau (12), le nombre d'éléments garnis (*N*) ;
  + Arguments : le tableau, le nombre d'éléments garnis (*N*), la position ;
  + Résultat : le tableau modifié.
* **Diagramme** 
  + Opération : décalage à droite ;
  + Variables : *TabNbr*, *Cpt*, *Pos* ;
  + Initialisation : *Cpt* = *N* ;
  + Diagramme d'actions : DecalageDroite.

┌─\* DecalageDroite

│

│ *Cpt* = *N*

│

│╔═ **do while** **(***Cpt* > *Pos***)**

│║

│║ *TabNbr* [*Cpt*] = *TabNbr* [*Cpt*-1]

│║ *Cpt* --

│╙─

└──

Représentation graphique :

***N* = 10** et ***Pos* = 4**
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*15* 15
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41

25

*Pos*

#### Décalage à gauche

On désire créer un module permettant de décaler vers la gauche tous les éléments du tableau, dont les *N* premiers éléments sont garnis, jusqu'à la position *Pos*, passée en argument.

* **Observation** 
  + Données : le tableau de nombres, la taille du tableau (12), le nombre d'éléments garnis (*N*) ;
  + Arguments : le tableau, le nombre d'éléments garnis (*N*), la position ;
  + Résultat : le tableau modifié.
* **Diagramme** 
  + Opération : décalage à gauche ;
  + Variables : *TabNbr*, *Cpt*, *Pos*, *N* ;
  + Initialisation : *Cpt* = *Pos* ;
  + Diagramme d'actions : DecalageGauche.

┌─\* DecalageGauche

│

│ *Cpt* = *Pos*

│

│╔═ **do while** **(***Cpt* < *N*-1**)**

│║

│║ *TabNbr* [*Cpt*] = *TabNbr* [*Cpt+*1]

│║ *Cpt* ++

│╙─

└──

Représentation graphique :
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***N* = 10** et ***Pos* = 4**

### Insertion d’un élément

*Exemple :* On désire écrire un diagramme d’actions qui permet l'insertion d'un nouvel élément, introduit par l'utilisateur au clavier, dans un tableau trié de 12 nombres, dont *N* cellules sont déjà garnies. Si l'élément est déjà dans le tableau, le message "Élément déjà présent !" est affiché.

* **Observation** 
  + Données : le tableau de nombres, la taille du tableau (12), le nombre d'éléments garnis (*N*) ;
  + Entrée : le nouveau nombre ;
  + Sortie : Un message.
* **Diagramme** 
  + Opérations : recherche de la position, décalage à droite, insertion ;
  + Variables : *TabNbr*, *Pos*, *Nbr*, *N* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : InsertionTrie.

┌─\* InsertionTrie

│

│┌─ **if (***N**<* 12**)**

││

││ **Sortir** "Nombre à insérer : "

││ **Obtenir** *Nbr*

││

││ *Pos* = 0

││╔═ **do while** **(***Pos* < *N* **AND** *Nbr* > *TabNbr*[*Pos*]**)**

││║

││║ *Pos* ++

││╙─

││┌─ **if (***Pos**<*N **AND** *Nbr* = *TabNbr*[*Pos*]**)**

│││

│││ **Sortir** "Elément déjà présent !"

│││

││├─ **else**

│││

│││ *Cpt* = *N*

│││

│││╔═ **do while** **(***Cpt* > *Pos***)**

│││║

│││║ *TabNbr* [*Cpt*] = *TabNbr* [*Cpt*-1]

│││║ *Cpt* --

│││╙─

│││

│││ *TabNbr*[*Pos*] = *Nbr*

│││ *N*++

││└──

│└──

└──

Si *N* est égal à 12, il n'y a plus de place dans le tableau pour y ajouter un élément.

### Suppression d'un élément

*Exemple :* On désire écrire un diagramme d’actions qui permet la suppression d'un élément, introduit par l'utilisateur au clavier, dans un tableau trié de 12 nombres, dont *N* cellules sont déjà garnies. Si l'élément n'est pas dans le tableau, le message affiché est "Élément absent !".

* **Observation** 
  + Données : le tableau de nombres, la taille du tableau (12), le nombre d'éléments garnis (*N*) ;
  + Entrées : le nombre à supprimer ;
  + Sortie : Un message.
* **Diagramme** 
  + Opérations : recherche de la position, décalage à gauche ;
  + Variables : *TabNbr*, *Pos*, *Nbr*, *N* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : SuppressionTrie.

┌─\* SuppressionTrie

│

│┌─ **if (***N* > 0**)**

││

││ **Sortir** "Nombre à supprimer : "

││ **Obtenir** *Nbr*

││

││ *Pos* = 0

││╔═ **do while** **(***Pos* < *N* **AND** *Nbr* > *TabNbr*[*Pos*]**)**

││║

││║ *Pos* ++

││╙─

││┌─ **if (***Pos**= N***OR** *Nbr* < *TabNbr*[*Pos*]**)**

│││

│││ **Sortir** "Elément absent !"

│││

││├─ **else**

│││

│││*Cpt* = *Pos*

│││

│││╔═ **do while** **(***Cpt* < *N*-1**)**

│││║

│││║ *TabNbr* [*Cpt*] = *TabNbr* [*Cpt+*1]

│││║ *Cpt* ++

│││╙─

│││ *N --*

││└──

│└──

└──

Si *N* est égal à 0, il n'y a aucun élément à supprimer.

# Les Tris

## Pourquoi trier les éléments d'un tableau ?

Lorsqu'un programmeur doit réaliser un algorithme, il est très fréquent qu'il doive traiter des informations suivant un ordre particulier (en ordre croissant ou en ordre décroissant). Pour cela, il doit pouvoir trier ces informations.

Il existe plusieurs stratégies possibles pour trier les éléments d’un tableau : le tri par sélection, le tri par échange ou tri à bulles, le tri par insertion, le Quicksort, le Heapsort, etc. Seuls les deux premiers de cette liste non exhaustive sont présentés ci-après.

Pour plus de facilité, ne seront développés que les algorithmes permettant de trier les tableaux en ordre croissant, c’est-à-dire tel que **tout élément est plus petit que** **celui qui le suit**. Pour que ces algorithmes trient un tableau en ordre décroissant, seule la condition de l'alternative permettant l'échange des éléments est à modifier.

## Comment choisir le bon algorithme ?

La notion de **complexité des algorithmes** est un aspect non négligeable de la programmation. L'exécution d'un programme a toujours un coût.

Il existe deux paramètres essentiels pour mesurer ce coût :

* Le temps d'exécution : **la complexité en temps** ;
* L'espace mémoire requis : **la complexité en espace**.

L'objectif de cette mesure est de proposer des méthodes qui, pour la résolution d'un problème donné, permettent d'estimer le coût d'un algorithme, de **comparer** deux algorithmes différents (sans avoir à les programmer effectivement).

L'analyse de la complexité consiste à déterminer une fonction associant un coût (en unité de temps ou de mémoire) à chaque entrée soumise à l'algorithme.

Pour **la complexité en espace**, on se contente d'associer un coût à un paramètre entier n qui résume la taille de la donnée :

* Pour la recherche d'un élément dans un tableau : n = taille du tableau ;
* Pour le calcul d'un terme d'une suite définie par une relation de récurrence (par exemple la suite de fibonacci) : n = nombre de termes de la suite.

Pour **la complexité en temps**, on calcule, en fonction de n, le nombre d'opérations élémentaires (addition, comparaison, affectation,...) requises par l'exécution de l'algorithme. C'est l'ordre de grandeur du nombre d'opérations, noté O(n), qui est utilisé pour exprimer la complexité.

On dira que l'algorithme de recherche dans un tableau de taille *N* est de complexité O(*N*).

Selon l'algorithme, la complexité peut varier en fonction des données. Il y a trois manières de calculer la complexité :

* La complexité dans le pire des cas :

On calcule le coût dans le pire des cas ;

* La complexité en moyenne :

On calcule le coût pour chaque donnée possible puis on divise la somme de ces coûts par le nombre de données différentes ;

* La complexité dans le meilleur des cas :

On calcule le coût en se plaçant dans le meilleur des cas.

Pour un algorithme avec essentiellement des calculs numériques, on compte les opérations coûteuses : multiplications, exponentielles, logarithmes, racines carrées, etc. Les opérations qui, relativement aux autres, consomment peu de temps, telles que les tests, les affectations et les incrémentations ne sont pas comptabilisées.

Dans les autres cas, on compte les accès à la mémoire ou le nombre d'appels à l'opération la plus fréquente.

La complexité permet donc de **comparer et** ainsi de **choisir l'algorithme le plus adéquat aux types de données à traiter**.

Les algorithmes habituellement rencontrés peuvent être classés dans les catégories suivantes:

**Complexité O(1) :** Complexité constante. On rencontre cette complexité quand toutes les instructions sont exécutées une seule fois quelle que soit la taille n du problème.

**Complexité O(log(n)) :** Complexité logarithmique. La durée d'exécution croît légèrement avec n. Ce cas de figure se rencontre quand la taille du problème est divisée par une entité constante à chaque itération.

**Complexité O(n) :** Complexité linéaire. C'est typiquement le cas d'un programme avec une boucle de 1 à n et le corps de la boucle effectue un travail de durée constante et indépendante de n.

**Complexité O(n\*log(n)) :** Complexité n-logarithmique. Elle se rencontre dans les algorithmes où, à chaque itération, la taille du problème est divisée par une constante avec à chaque fois un parcours linéaire des données. Un exemple typique de ce genre de complexité est l'algorithme de tri "quick sort" qui, de manière récursive, trie la moitié du tableau puis l'autre moitié et ensuite "recolle" les deux morceaux. S'il n'y avait pas cette opération de "recollement" l'algorithme serait logarithmique puisqu'on divise par 2 la taille du problème à chaque étape, le fait de reconstituer à chaque fois le tableau en parcourant séquentiellement les données ajoute ce facteur n au log(n).

**Complexité O(n2) :** Complexité quadratique. C'est typiquement le cas d'algorithmes avec deux boucles imbriquées, chacune allant de 1 à n et avec le corps de la boucle interne qui est constant.

**Complexité O(n3) :** Complexité cubique. Elle est identique à la complexité quadratique mais avec ici, par exemple, trois boucles imbriquées.

**Complexité O(2n) :** Complexité exponentielle. Les algorithmes de ce genre sont dits "naïfs" car ils sont inefficaces et inutilisables dès que n dépasse 50. On rencontre typiquement ces algorithmes dans les parcours arborescents.

## Tri par sélection

### Principe

Le tri par sélection a pour objectif de comparer successivement chaque élément non trié du tableau **à tous les éléments qui le suivent** afin de l'échanger avec le minimum de ces nombres. Deux solutions sont alors possibles :

* Soit, on compare la valeur de la cellule courante, le premier élément non trié, avec les valeurs suivantes et on échange la valeur de la cellule courante avec celle dont la valeur est plus petite. Plusieurs échanges peuvent alors être réalisés avec la cellule courante durant le parcours des suivantes.
* Soit, on recherche l'élément dont la valeur est le minimum parmi les éléments non triés, c'est-à-dire les cellules qui suivent la cellule courante, et on échange ce minimum avec la valeur de la cellule courante. Un seul échange aura lieu avec la cellule courante.

Considérant un tableau d'entier, en mémoire centrale, dont la structure est la suivante :

TabNbr

Cell

Nbr

10 \*

Celui-ci ayant déjà été garni et les valeurs étant 5, 1, 7, 9, 0, 2, 4, 6, 3 et 8, la représentation graphique de ce tableau est :
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TabNbr[9]

TabNbr[4]

### Première version

#### Exemple

Trier le tableau *TabNbr* en utilisant le tri par sélection dans sa première version.

**Etape 1**

On se positionne sur le premier élément du tableau, *TabNbr*[0], et on le compare successivement aux 9 éléments qui le suivent. Si cet élément est supérieur à l'un des éléments comparés, on échange le contenu des deux cellules.

1. On compare le premier élément, *TabNbr*[0], dont la valeur est 5, avec le suivant, *TabNbr*[1], dont la valeur est 1. La valeur du premier étant **supérieure** à celle du second, on **échange** les valeurs.
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1. On compare le premier élément, *TabNbr*[0], dont la valeur est 1, avec le troisième élément du tableau, *TabNbr*[2], dont la valeur est 7. La valeur du premier étant **inférieure** à celle du troisième, on **n'échange pas**.
2. On compare le premier élément, *TabNbr*[0], dont la valeur est 1, avec le quatrième élément du tableau, *TabNbr*[3], dont la valeur est 9. La valeur du premier étant inférieure à celle du quatrième, on n'échange pas.
3. On compare le premier élément, *TabNbr*[0], dont la valeur est 1, avec le cinquième élément du tableau, *TabNbr*[4], dont la valeur est 0. La valeur du premier étant supérieure à celle du cinquième, on échange les valeurs.
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1. Etc.
2. On compare le premier élément, *TabNbr*[0], dont la valeur est 0, avec le dixième élément du tableau, *TabNbr*[9], dont la valeur est 8. La valeur du premier étant inférieure à celle du dixième, on n'échange pas.

Après avoir comparé l'élément se trouvant dans la première cellule du tableau avec tous les autres éléments, et après l'avoir échangé, le cas échéant, avec ceux qui lui sont inférieurs, on est certain d'avoir placé dans la première cellule du tableau la valeur la plus petite.

**Etape 2**

On recommence le même cheminement avec le deuxième élément du tableau, *TabNbr*[1], dont la valeur est 5, et on le compare successivement aux 8 autres éléments.

Lors de cette comparaison, on n'échangera la valeur du deuxième élément qu'avec celle du cinquième, *TabNbr*[4], afin d'avoir le tableau suivant :
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En poursuivant la comparaison, on ne trouvera aucune autre valeur inférieure à 1. On est alors certain d'avoir placé, dans la deuxième cellule du tableau, la valeur la plus petite après celle de la première cellule.

**Étapes suivantes**

On procède de la même façon pour les cellules suivantes.

Lorsqu'il ne reste plus qu'un seul élément non trié, celui-ci étant dans la dernière cellule du tableau et tous les autres éléments étant triés, on est certain que le tableau est trié.

#### Algorithme

L'analyse de cet exemple montre que deux boucles, l'une imbriquée dans l'autre, sont nécessaires :

Une première boucle (utilisant l’indice *CptI*) sert à parcourir les unes à la suite des autres les cellules du tableau à trier. La cellule en cours de traitement est la cellule courante qui ne contient pas encore la bonne valeur pour que le tableau soit trié.
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C'est dans la deuxième boucle, imbriquée dans la première (utilisant l’indice *CptJ*), que l'échange se fait. Celui-ci a lieu chaque fois que la valeur d'une cellule d’indice *CptJ* est inférieure à celle de la cellule courante d’indice *CptI*.

* **Observation**
  + Données : le tableau de nombres, la taille du tableau (*T*=10) ;
  + Entrée : rien ;
  + Sortie : rien.
* **Diagramme**
  + Opérations : trier le tableau ;
  + Variables : *TabNbr*, *CptI*, *CptJ*, *Temp* ;
  + Initialisations : *CptI* = 0, *CptJ* = *CptI*+1 ;
  + Diagramme d'actions : TriSelection.

┌─\* TriSelection

│

│ *CptI* = 0

│

│╔═ **do while** **(***CptI* < T-1**)**

│║

│║ *CptJ* = *CptI*+1

│║

│║╔═ **do while** **(***CptJ* <T**)**

│║║

│║║┌─ **if** **(***TabNbr*[*CptI*] > *TabNbr*[*CptJ*]**)**

│║║│

│║║│ *Temp* = *TabNbr*[*CptI*]

│║║│ *TabNbr*[*CptI*] = *TabNbr*[*CptJ*]

│║║│ *TabNbr*[*CptJ*] = *Temp*

│║║└──

│║║ *CptJ*++

│║╙─

│║ *CptI*++

│╙─

└──

### Deuxième version

#### Exemple

Trier le tableau TabNbr en utilisant le tri par sélection dans sa deuxième version.

**Etape 1** On recherche l'indice de la cellule contenant la valeur minimum du tableau. La valeur minimum est 0 et se trouve dans la cinquième cellule.
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**Etape 2** On échange alors le premier élément du tableau, *TabNbr*[0], dont la valeur est 5, avec la valeur de la cellule contenant le minimum, *TabNbr*[4], dont la valeur est 0.
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**Etape 3** On recommence le même cheminement en recherchant l'indice de la cellule contenant la valeur minimum parmi les cellules qui suivent la première cellule du tableau. La valeur minimum est 1 et se trouve dans la deuxième cellule.
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L'indice du minimum étant celle de la cellule en cours de traitement, il est inutile de faire l'échange.

**Etape 4** On recommence le même cheminement en recherchant l'indice de la cellule contenant la valeur minimum parmi les cellules qui suivent la deuxième cellule du tableau. La valeur minimum est 2 et se trouve dans la sixième cellule.
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On échange alors le troisième élément du tableau, *TabNbr*[2], dont la valeur est 7, avec la valeur de la cellule contenant le minimum, *TabNbr*[5], dont la valeur est 2.
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**Étapes suivantes**

On procède de la même façon pour les cellules suivantes.

Lorsqu'il ne reste plus qu'un seul élément non trié, celui-ci étant dans la dernière cellule du tableau et tous les autres éléments étant triés, on est certain que le tableau est trié.

#### Algorithme

L'analyse de cet exemple montre que deux boucles sont nécessaires. L'une d'entre elle est dans le module principal et l'autre est dans le module de recherche du minimum.

La première boucle sert à parcourir les cellules du tableau les unes à la suite des autres à l’aide de l’indice CptI. Elle fait appel au module de recherche de l'indice de la cellule contenant la valeur minimum parmi les valeurs non encore triées. Si l'indice de ce minimum n'est pas celui de la cellule courante, elle échange les deux valeurs de ces cellules. Il n'est pas nécessaire d'aller jusqu'à la dernière cellule puisque celle-ci contiendra d'office la bonne valeur lors du dernier passage dans la boucle.

La deuxième boucle, dans le module de recherche, permet de parcourir le reste du tableau à l’aide de l’indice CptJ afin de trouver l'indice de l'élément contenant la valeur minimum (IndMin) parmi les cellules qui suivent les cellules dont les valeurs sont déjà triées.

* **Observation**
  + Donnée : le tableau de nombres, la taille du tableau (*T* = 10) ;
  + Entrée : rien ;
  + Sortie : rien.
* **Diagramme**
  + Opérations : trier le tableau ;
  + Variables : *TabNbr*, *CptI*, *CptJ*, *Temp* ;
  + Initialisation : *CptI* = 0, *CptJ* = *CptI*+1, *IndMin* ;
  + Diagramme d'actions : TriSelection.

┌─\* TriSelection

│

│ *CptI* = 0

│

│╔═ **do while** **(***CptI* <T-1**)**

│║

│║ *IndMin* = *CptI*

│║

│║ *CptJ* = *CptI*+1

│║ ╔═ **do while** **(***CptJ* <T**)**

│║ ║

│║ ║┌─ **if** **(***TabNbr*[*CptJ*] < *TabNbr*[*IndMin*]**)**

│║ ║│

│║ ║│ *IndMin = CptJ*

│║ ║└──

│║ ║ *CptJ*++

│║ ╙─

│║┌─ **if** **(***CptI* ≠ *IndMin***)**

│║│*Temp* = *TabNbr*[*CptI*]

│║│ *TabNbr*[*CptI*] = *TabNbr*[*IndMin*]

│║│ *TabNbr*[*IndMin*] = *Temp*

│║└──

│║ *CptI*++

│╙─

└──

## Tri par échange ou tri à bulle

### Principe

Le tri à bulle a pour objectif de comparer chaque élément du tableau **avec l’élément qui le suit**. Si l’ordre n’est pas correct, on permute ces deux éléments. On recommence cette démarche jusqu’à ce que l’on n’ait plus aucune permutation à effectuer.

Les éléments les plus grands "remontent" ainsi peu à peu vers "la surface" c'est-à-dire à la fin du tableau, ce qui explique la charmante dénomination de "tri à bulle".

A la différence du tri par sélection, le tri à bulle nécessite l'utilisation d'un booléen, un flag permettant d’indiquer si une permutation a été effectuée ou pas. En effet, comme on compare chaque élément directement avec celui qui le suit, on ne sait jamais à l'avance combien de parcours du tableau seront nécessaires. En fait, à priori, on devra effectuer le tri jusqu’à ce qu’il n’y ait plus d’éléments mal placés.

A chaque parcours du tableau, si l'élément courant (celui en cours de traitement) est plus grand que l'élément qui le suit, ils sont intervertis. Si une permutation est effectuée durant ce parcours, le booléen est mis à VRAI de manière à savoir que le tableau n'est pas encore trié complètement. Il suffit qu’il y ait eu une seule permutation pour qu’il faille tout recommencer encore une fois. Il est bien sûr primordial de remettre le booléen à FAUX à chaque début du parcours du tableau.

Lorsqu'aucune permutation n'a été effectuée lors du balayage du tableau, cela signifie que le tableau est trié. Le traitement peut être arrêté.

### Exemple

En reprenant le tableau initial de l'exemple du tri par sélection, le tri à bulle se déroule de la manière suivante :
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**Etape 1**

On commence par mettre le flag à VRAI de manière à rentrer dans la boucle contenant le parcours du tableau.

On parcourt le tableau de manière à permuter les éléments qui sont plus grands que leur suivant avec celui-ci :

1. On compare le premier élément du tableau, *TabNbr*[0], dont la valeur est 5, avec son suivant, *TabNbr*[1], dont la valeur est 1. Comme l'élément courant est plus **grand** que son suivant, on **permute** et on met le booléen à VRAI.
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1. On compare le deuxième élément du tableau, *TabNbr*[1], dont la valeur est 5, avec son suivant, *TabNbr*[2], dont la valeur est 7. Comme l'élément courant est plus **petit** que son suivant, on **ne permute pas**.
2. On compare le troisième élément du tableau, *TabNbr*[2], dont la valeur est 7, avec son suivant, *TabNbr*[3], dont la valeur est 9. Comme l'élément courant est plus petit que son suivant, on ne permute pas.
3. On compare le quatrième élément du tableau, TabNbr[3], dont la valeur est 9, avec son suivant, *TabNbr*[4], dont la valeur est 0. Comme l'élément courant est plus grand que son suivant, on permute et on met le booléen à VRAI.
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1. Etc.
2. On compare le neuvième élément du tableau, *TabNbr*[8], dont la valeur est 9, avec son suivant, *TabNbr*[9], dont la valeur est 8. Comme l'élément courant est plus grand que son suivant, on permute et on met le booléen à VRAI.
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**Etape 2**

Comme le booléen a été mis au moins une fois à vrai, on doit recommencer le parcours du tableau, et ainsi de suite.

Quand le booléen est resté à FAUX durant tout le parcours du tableau, on peut arrêter le traitement puisqu'on est certain que le tableau est complètement trié.

### Algorithme

* **Observation**
  + Donnée : le tableau de nombres, la taille du tableau (*T* = 10) ;
  + Entrée : rien ;
  + Sortie : rien.
* **Diagramme**
  + Opérations : trier le tableau ;
  + Variables : *TabNbr*, *CptI*, *Permut*, *Temp* ;
  + Initialisation : *CptI* = 0, *Permut* = VRAI;
  + Diagramme d'actions : TriBulle.

┌─\* TriBulle

│

│ *Permut* = VRAI

│

│╔═ **do while** **(***Permut* = VRAI**)**

│║

│║ *CptI* = 0

│║ *Permut* = FAUX

│║

│║╔═ **do while** **(***CptI* <T-1**)**

│║║

│║║┌─ **if** **(***TabNbr*[*CptI*] > *TabNbr*[*CptI+1*]**)**

│║║│

│║║│ *Temp* = *TabNbr*[*CptI*]

│║║│ *TabNbr*[*CptI*] = *TabNbr*[*CptI+1*]

│║║│ *TabNbr*[*CptI+1*] = *Temp*

│║║│ *Permut* = VRAI

│║║└──

│║║ *CptI*++

│║╙─

│╙─

└──

# Les fichiers[[1]](#footnote-1)

## Pourquoi des fichiers ?

Lors de l'exécution d'un programme, le processeur ne manipule que des objets situés en mémoire centrale, tels que les variables, les structures, les tableaux, les chaînons, les nœuds etc. Les caractéristiques générales de la mémoire centrale imposent que de tels objets ne puissent, en général, exister avant le chargement du programme, ni après la fin de son exécution. Leur durée de vie est donc limitée à la durée d'exécution du programme. Ces objets sont dits internes au programme.

Par opposition, les objets qui ne sont pas internes sont appelé externes. On peut distinguer deux objectifs dans l'utilisation des objets externes par un programme :

* Le premier est l'échange d'informations, que ce soit avec l'homme ou avec une autre machine ;
* Le second est de permettre au programmeur de disposer d'informations dont la durée de vie peut s'étendre au-delà de la durée de vie du programme. Il s'agit donc de la mémorisation à long terme d'informations.

### L'échange d'informations

Afin de permettre cet échange d'informations, il est nécessaire de trouver un langage commun entre les deux partenaires de l'échange.

Si l'échange a lieu entre l'homme et la machine, cela implique la transformation de la représentation interne des données en une forme compréhensible par l'homme, et réciproquement.

Lors de l'échange entre machines, selon la nature des machines qui communiquent, une conversion de la représentation interne des informations peut être nécessaire afin de rendre la communication possible. Cet aspect de l'échange d'informations étant principalement lié au matériel et non à l'algorithmique, il n'est pas traité dans le cadre de ce cours.

### La mémorisation à long terme

Il s'agit du cas où les données existent avant le chargement du programme, ou lorsqu'elles doivent être conservées après la fin de son exécution.

Contrairement au cas précédent, c'est la même machine qui crée ces données et les reprend ultérieurement. On peut dire effectivement qu'il s'agit encore de pouvoir échanger des informations mais cette fois entre des programmes qui s'exécutent sur la même installation. Le problème de conversion énoncé ci-dessus ne se pose plus. Les données, en général, peuvent et doivent être mémorisées en respectant leur représentation interne.

Un problème peut cependant se poser pour les données de type pointeur. En effet, s'il s'agit de la mémoire centrale, cela signifie que le pointeur désigne un objet interne au programme, et n'a de signification que pour cette exécution. Le conserver sous cette forme après la fin de l'exécution de ce programme n'a pas sens. Sa valeur doit être remplacée, dans l'objet externe, par une information qui désigne l'emplacement de la donnée interne pointée.

## La notion de fichier

### Introduction

Le mot **fichier** est parfois utilisé de façon ambiguë, car il désigne tantôt l'objet externe mémorisé sur un support magnétique (bande ou disque), tantôt l'entité manipulée par le programme.

Pour éviter cette ambiguïté, le premier pourrait être appelé fichier physique et le second fichier logique. En général nous n'utiliserons le terme fichier que pour désigner la façon dont le programme manipule l'objet, indépendamment de l'objet lui-même et des contraintes physiques d'implantation comme des caractéristiques du périphérique qui le supporte.

### Définitions

Un fichier est une collection d'enregistrements logiques, éventuellement structurée, sur laquelle le programme peut exécuter un ensemble d'opérations. Il correspond à la représentation logique de le l'élément externe situé sur un support physique.

*Exemple :* Le fichier des abonnés inscrits à une n*ewsletter* aura la structure suivante :

EnregAbonné

(S\*)

*NomAbon*

*MailAbon*

*NatAbon*

FiAbonnés

Un **enregistrement logique** est l'ensemble minimum de données qui peut être manipulé par une seule opération élémentaire du fichier.

Il est important de rappeler qu'un enregistrement logique n'est pas nécessairement identique à un enregistrement physique. En effet, la représentation logique des enregistrements d'un fichier n'est pas liée à la manière dont celui-ci est organisé sur le support physique.

Un enregistrement logique est souvent constitué de diverses données élémentaires, appelées **champ**. Chaque champ est caractérisé par :

* Son type (numérique, alphabétique ou alphanumérique) ;
* Sa longueur (fixe ou variable) ;
* Sa représentation interne (char, int, long, double, …).

Ces données élémentaires ne sont accessibles individuellement par le programme que lorsque l'enregistrement logique est recopié dans un objet interne au programme. Dans le cas du langage C, l'enregistrement logique est recopié dans une variable de type structure dont les champs correspondent à ceux de l'enregistrement.

Les opérations sur le fichier permettent, entre autres, de **transférer** le contenu d'un tel enregistrement entre la mémoire interne du programme et l'objet externe (le fichier) qui lui est associé.

Il est également possible de créer un fichier, de faire une **recherche** d'un ou plusieurs enregistrements, de **modifier** la valeur d'un ou plusieurs champs, d'**ajouter** ou de **supprimer** un champ ou un ou plusieurs enregistrements.

Pour identifier de manière unique un enregistrement par rapport à un autre, soit on utilise un champ déjà existant dont la valeur est identifiante, soit on ajoute un champ dont la valeur sera unique. Le champ servant d’identifiant est appelé **clé**.

## Types d'enregistrements

Les enregistrements peuvent être de deux types :

* Format **fixe**, c'est-à-dire que chacun des champs est présent et a la même taille pour tous les enregistrements du fichier.
* Format **variable**, c'est-à-dire que la taille de l'enregistrement est variable :
  + Parce que la taille d'un champ varie d'un enregistrement à l'autre ;
  + Parce que le type d'un champ varie d'un enregistrement à l'autre ;
  + Parce que certains champs sont absents dans des enregistrements.

## Représentations d'un enregistrement logique

Soit un fichier dont les enregistrements contiennent les informations concernant un logiciel :

* Son nom ;
* Sa version ;
* Son fournisseur.

Les différentes techniques utilisées pour représenter les données d'un enregistrement sont les suivantes.

#### Technique positionnelle

Dans le cas de la technique positionnelle, chaque **champ** d'un enregistrement est **de** **longueur fixe**.

Borland C++ Builder

2006

Borland

*Exemple :*

#### Technique relationnelle

La technique relationnelle permet de représenter des **champs de longueur variable**. Un **caractère spécial** est alors utilisé pour délimiter les champs.

Borland C++ Builder

2006

Borland

#

#

*Exemple :*

#### Technique indexée

Cette technique a pour spécificité de donner accès aux champs via des **pointeurs**.

*Exemple :*
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#### Technique étiquetée

Il s'agit, dans ce cas, de faire précéder chaque champ d'un enregistrement par une **étiquette**.

*Exemple :*
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## Types de fichiers

#### Permanents

Ce sont des fichiers qui ont une longue durée de vie.

* Signalétique Fichier permettant de conserver des informations concernant les entités logiques (étudiants, professeurs, local, etc.) et de les mettre à jour via des programmes spécifiques ;

*Exemple :* fichier des étudiants.

* Situation Fichier reflétant l'état actuel des informations à traiter ;

*Exemple :* fichier d'état des stocks.

* Historique – Archives Fichier contenant les résultats antérieurs des traitements.

*Exemple :* fichier des sites internet visités antérieurement.

#### Mouvements

La durée de vie de ce type de fichiers est limitée à une ou deux utilisations. Ils servent uniquement à transférer les informations.

#### Travail

Ces fichiers ont un rôle de lien entre deux programmes.

## Différentes organisations de fichier

L'**organisation de fichier** correspond à la manière dont les enregistrements sont mémorisés les uns par rapport aux autres dans le fichier. Elle est déterminée par la nature des opérations que l'on peut effectuer sur le fichier.

Il s'agit toujours d'une vue logique du fichier et pas encore de la manière dont ils sont écrits sur le support.

#### L'organisation séquentielle

Les fichiers organisés séquentiellement sont appelés **fichiers séquentiels**. Dans ce cas, les enregistrements sont rangés les uns à la suite des autres, consécutivement.

Les opérations se résument, essentiellement, en la lecture de l'enregistrement suivant ou l'écriture d'un nouvel enregistrement en fin du fichier séquentiel.

Bien souvent, pour affirmer le caractère séquentiel du fichier, il n'est pas possible de mélanger les lectures et les écritures. Le fichier est alors un fichier séquentiel en lecture ou un fichier séquentiel en écriture.

Le fichier séquentiel en lecture est initialement positionné sur le premier enregistrement logique. Chaque opération de lecture (lire ou read) transfère dans une zone interne au programme un enregistrement du fichier, et prépare le fichier pour le positionner sur l'enregistrement suivant. On dispose souvent d'une opération complémentaire qui permet de savoir s'il y a encore des enregistrements à lire dans le fichier (fin\_de\_fichier ou end\_of\_file), et éventuellement une opération permettant le retour au début du fichier (rembobiner ou rewind).

Le fichier séquentiel en écriture peut être initialement vide, ou positionné après le dernier enregistrement déjà dans le fichier. Chaque opération d'écriture (écrire ou write) rajoute un enregistrement dans le fichier depuis une zone interne au programme, et positionne le fichier après cet enregistrement. L'écriture d'un enregistrement se fait donc toujours après ceux qui sont déjà dans le fichier.

Il est à noter que la caractéristique essentielle d'un fichier séquentiel est que les enregistrements sont lus dans l'ordre où ils ont été écrits. Aucune conversion des données n'est appliquée, soit parce qu'elle est faite par le programme, soit parce qu'elle n'est pas nécessaire.

Il est à remarquer que certains langages tels que le C permettent d'accéder au fichier aussi bien en lecture qu'en écriture malgré que les fichiers soient de type séquentiel. Pour ce faire, il faut faire en sorte d'ouvrir le fichier en mode binaire ("wb" comme mode d'accès lors du fopen) de manière à considérer les enregistrements comme un ensemble d’octets.

#### L'organisation relative (ou fichier à accès direct)

Un fichier en organisation relative se compose d'un certain nombre d'enregistrements de taille fixe. Chaque enregistrement porte un **numéro relatif au début du fichier**, ce numéro allant de 1 (ou 0) à N.

Une fonction est associée au fichier qui, à partir du numéro d'un enregistrement, calcule la position de l'enregistrement dans le fichier.

#### L'organisation chaînée

L'organisation chaînée permet de prévoir un ou plusieurs **liens logiques** entre les enregistrements.

#### L'organisation indexée

Dans cette organisation, chaque enregistrement est identifié par une clé et à chaque clé est associé un numéro d'enregistrement qui renvoie à l'enregistrement correspondant. Pour faire le lien entre la clé et le numéro de l'enregistrement, une table des clés, appelée **index**, est utilisée.

#### L'organisation calculée

La position de l'enregistrement dans le fichier est le résultat d'un **calcul sur la clé**. Pour cela on utilise les fonctions de **hachage**.

#### L'organisation arborescente

Il s'agit du même type d'organisation que l'organisation chaînée, à la différence que la liaison entre les enregistrements se fait suivant une **logique arborescente**.

## Le lien entre la représentation logique et physique

### Représentation interne d'un fichier

La représentation interne d'un fichier logique dans le programme est une structure de données (appelée parfois *bloc de contrôle* *de données* ou encore *Data Control Bloc*). Elle contient quatre types d'informations :

* Les *attributs de la liaison* permettent de savoir quel est l'état de la liaison (ouverte ou fermée), les variables internes de gestion de la liaison ainsi que les opérations autorisées sur le fichier ;
* Le *descripteur de l'objet externe* permet de localiser l'objet externe. S'il s'agit d'un périphérique, il faut connaître sa nature et son adresse. S'il s'agit d'un fichier physique, il faut connaître en plus la localisation de l'objet externe sur le périphérique qui le supporte ;
* Les *procédures d'accès* sont en fait la concrétisation des opérations du fichier sur l'objet externe qui lui est relié. Il faut noter que, vu du programmeur, il s'agit toujours d'un ensemble d'opérations bien définies, mais l'implantation proprement dite de ces opérations dépend de la nature de l'objet externe et de son support.
* Les *tampons d'entrées-sorties* permettent d'assurer l'interface entre les enregistrements logiques et les enregistrements physiques. Nous avons dit que les opérations du fichier manipulaient des enregistrements logiques tels que les définit le programmeur. Par contre, les entrées-sorties physiques ont des contraintes de taille et d'organisation qui dépendent du support. Les tampons permettent de regrouper plusieurs enregistrements logiques par enregistrement physique lors des écritures, et de les dégrouper lors de la lecture. Ils servent aussi à améliorer les performances du transfert entre le support externe et la mémoire centrale.

Certaines des informations énoncées ci-dessus sont statiques, c'est-à-dire connues à la compilation. Ce sont celles qui sont directement liées à la nature du fichier tel que l'utilise le programmeur. La plupart sont en fait dynamiques car elles dépendent du fichier et de l'objet externe avec lequel il est relié.

### L'établissement de la liaison

Un fichier (logique) peut être vu comme un objet interne au programme. Pour pouvoir effectuer des opérations sur le fichier, il faut qu'il soit relié à un objet externe. Il n'est pas intéressant que cette liaison soit prise en compte par l'éditeur de liens pour diverses raisons qui ne seront pas énoncées ici.

La liaison est établie par l'ouverture et est supprimée par la fermeture du fichier. Deux opérations sont donc nécessaires :

* L'opération d'*ouverture* (on dit aussi *open*) sur un fichier permet d'établir la liaison avec un objet externe suivant les informations contenues dans sa définition ;
* L'opération de *fermeture* (on dit aussi *close*) sur un fichier ouvert, permet de rompre temporairement ou définitivement la liaison avec l'objet externe.

Les opérations autres que l'ouverture (lecture, écriture, etc.) ne peuvent être appliquées que sur des fichiers ouverts, puisqu'elles ont pour conséquence des accès à un objet externe qui doit donc avoir été associé au fichier.

Il y a toutefois une exception à cette règle d'établissement dynamique de la liaison. La plupart des systèmes établissent trois liaisons spécifiques préalablement à l'exécution du programme, pour les trois fichiers standards :

* SYSIN pour l'entrée des données provenant de l'utilisateur ;
* SYSOUT pour la sortie des données vers l'utilisateur ;
* SYSERR pour la sortie des messages d'erreurs vers l'utilisateur.

## Formats d'enregistrement physiques

Comme il a été précisé dès le début de ce chapitre, les enregistrements physiques ne correspondent pas nécessairement à un enregistrement logique. La structure des enregistrements physiques dépend de l'environnement matériel et logiciel.

Parmi les divers formats possibles, en voici quelques-uns :

#### Stream ou continu

Les enregistrements sont délimités par des caractères spéciaux qui permettent de les dissocier comme le Carriage Return (ENTER).

*Exemple :*

Enregistrement

Enregistrement

Enregistrement

…

#### Longueur fixe

Tous les enregistrements ont la même longueur. Cette longueur est spécifiée à l'ouverture du fichier ou lors de l'écriture ou de la lecture d'un enregistrement.

*Exemple :*

Enregistrement

Enregistrement

Enregistrement

…

35 bytes

35 bytes

35 bytes

#### Longueur variable

La longueur d'un enregistrement varie d'un enregistrement à l'autre. Chacun d'eux contient donc une zone de donnée de longueur variable et une zone appelée Count Field précisant la longueur de la zone de donnée correspondante.

Le champ Count Field est en général géré par le système, mais ce n'est pas le cas en langage C.

*Exemple :*

Enregistrement

Enregistrement

Enregistrement

…

45 bytes

30 bytes

Count

Field

Zone de donnée

Enregistrement

35 bytes

avec

#### Format bloqué

Un bloc est l'unité de transfert entre le support et la mémoire centrale. Celui-ci peut contenir un ou plusieurs enregistrements. Le nombre d'enregistrements qu'il peut contenir est appelé le facteur de blocage ou de groupage.

Les blocs peuvent être en format fixe ou variable.

*Exemple :*

Enregistrement

Enregistrement

Enregistrement

Bloc

#### Format étendu - spanned

En sachant que le fichier est organisé par blocs, un enregistrement peut occuper plusieurs blocs.

Il est donc nécessaire d'utiliser un champ qui permette de savoir si le bloc est le premier occupé par l'enregistrement ou si c'est le dernier.

*Exemple :*

Flag

Zone de donnée

Bloc 1

Flag

Zone de donnée

Bloc 3

…

## En programmation …

De plus amples détails quant à l’utilisation des fichiers en programmation seront donnés au cours. Les notations assosiées à leur manipulation seront également précisées lors de la présentation de quelques exemples.

# Les Piles et les Files

## Introduction

Ce sont des **ensembles ordonnés d'éléments**, mais qui ne permettent l'accès qu'à un seul élément à la fois.

On utilise souvent le nom générique de pile pour les piles et les files, un seul nom existant en anglais : stack.

* Les **piles**, stack **LIFO** (Last In First Out) correspondent à une pile d'assiettes : on prend toujours l'élément supérieur, le dernier empilé.
* Les **files**, stack **FIFO** (First In First Out) correspondent aux files d'attente : on prend toujours le premier élément, donc le plus ancien.

Les piles et les files servent notamment à mémoriser des informations en attente de traitement. Elles permettront une clarification des algorithmes quand effectivement on n'a pas besoin d'accéder directement à tous les éléments. Elles sont souvent associées à des algorithmes récursifs.

Comme il n'y a pas de structures spécifiques à ces ensembles ordonnés prévues dans les langages de programmation, il faut les créer de toutes pièces.

* Pour les **piles**, on utilisera un ***tableau*** unidimensionnel en cas de piles de hauteur maximale prévisible (la hauteur de la pile est mémorisée par une variable entière), ou une ***liste*** en cas de longueur très variable.
* Pour les **files**, l'utilisation d'un ***tableau*** nécessite deux variables : la position du premier et celle du dernier. La suppression du premier élément ne se fait pas par décalage des suivants mais en incrémentant la variable indiquant le premier. La gestion de ce tableau est alors un peu plus complexe que pour les piles. L'utilisation d'une ***liste*** pour une file par contre est aussi simple que pour une pile.

## Les piles

### Qu'est-ce qu'une pile ?

#### Définition

Une pile est un **ensemble ordonné d'éléments**, initialement vide. Les éléments sont empilés les uns sur les autres de telle manière que le seul élément accessible est celui du **sommet** de la pile.

La manière de procéder pour stocker et récupérer un élément dans une pile se fait selon le principe du "Last In, First Out – **LIFO**", c'est-à-dire que le dernier élément inséré dans la pile est le premier à pouvoir être récupéré.

#### Opérations

Les opérations sur une pile sont les suivantes :

* Initialiser la pile ;
* Vérifier si la pile est vide ;
* Obtenir la valeur au sommet de la pile ;
* Désempiler : retirer la valeur au sommet de la pile ;
* Empiler : insérer une valeur au sommet de la pile (s'il reste de la place).

#### Représentation

La seule structure déjà vue permettant de représenter une pile est le **tableau à simple indice**. Une pile contenant au maximum T éléments de type numérique sera représentée comme suit :
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### Algorithmes

#### Empiler

Si on considère l'algorithme d'empilement comme étant un module, celui-ci reçoit alors plusieurs arguments : la pile, sa taille, le sommet actuel ainsi que l'élément à empiler obtenu dans le module appelant. Il devra renvoyer la pile modifiée ainsi que le nouveau sommet.

* **Observation** 
  + Données : le tableau représentant la pile, la taille du tableau (T) ;
  + Entrée : aucune ;
  + Sortie :

message s'il y a débordement.

* **Diagramme** 
  + Opérations : empilement, sortie ;
  + Variables :
  + Pile, Sommet, Element ;
  + Initialisation : aucune;
  + Diagramme d'actions : Empiler.

┌─\* Empiler

│

│┌─ **if (***Sommet* < T-1**)**

││

││ *Sommet* ++

││ *Pile*[*Sommet*] = *Element*

││

│├─ **else**

││

││ **Sortir** "Il n'y a plus de place dans la pile !"

│└──

└──

#### Désempiler

Si on considère l'algorithme de désempilement comme étant un module, celui-ci reçoit alors plusieurs arguments : la pile et le sommet actuel. Il devra renvoyer la pile modifiée, le nouveau sommet ainsi que l'élément désempilé.

* **Observation** 
  + Données :

le tableau représentant la pile, la taille du tableau (T) ;

* + Entrée : aucune ;
  + Sortie : message s'il n’y a plus d’élément.

┌─\* Désempiler

│

│┌─ **if (***Sommet* < 0**)**

││

││ **Sortir** "Il n'y a plus d'élément dans la pile !"

││

│├─ **else**

││

││ *Element* = *Pile*[*Sommet*]

││ *Sommet* --

│└──

└──

* **Diagramme** 
  + Opérations :
  + désempilement, sortie ;
  + Variables :
  + Pile, Sommet, Element ;
  + Initialisation : aucune;
  + Diagramme d'actions :
  + Désempiler

### Exemples[[2]](#footnote-2)

* La **pile d'appel** (souvent appelée « la pile » tout court, parfois « pile système ») est, sur la plupart des architectures de microprocesseurs, une pile particulière dans laquelle sont poussées tout ou partie des paramètres d'appel des procédures ou fonctions, ainsi que l'adresse de retour. Par ailleurs, on y crée un espace pour des variables locales. La pile est ainsi formée de **cadres de piles** (stack frames) comprenant pour chaque procédure en cours d'appel imbriqué ses paramètres, ses variables locales et son point de retour. La pile système sert à sauver le contexte (valeur des registres, point de retour...) lors des exceptions et des interruptions.
* **Focus** est le premier **processeur** 32 bits au monde. Il utilise une architecture basée sur la **pile**, possède 220 instructions (une partie en 32 bits, d'autres en 16 bits), un modèle de mémoire utilisant des segments[[3]](#footnote-3), et aucun [registre mémoire](http://fr.wikipedia.org/wiki/Registre_%28informatique%29) d'usage général visible pour le programmeur.

## Les files

### Qu'est-ce qu'une file ?

#### Définition

Une file est un **ensemble ordonné d'éléments**, initialement vide. Les éléments sont insérés à une extrémité (la **queue**) et sont récupérés à l'autre extrémité (la **tête**) de la file.

La manière de procéder pour stocker et récupérer un élément dans une file se fait selon le principe du "First In, First Out – **FIFO**", c'est-à-dire que le premier élément inséré dans la file est le premier à pouvoir être récupéré.

#### Opérations

Les opérations sur une file sont les suivantes :

* Initialiser la file ;
* Vérifier si la file est vide ;
* Piquer : obtenir la valeur de l'élément de tête ;
* Défiler : supprimer l'élément de tête ;
* Enfiler : ajouter un élément en queue de liste.

#### Représentation

La seule structure déjà vue permettant de représenter une file est le **tableau à simple indice**. D'autres représentations sont possibles, par exemple une liste chaînée.

Voici une file contenant au maximum T éléments :
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### Algorithmes

#### Enfiler

Si on considère l'algorithme d'enfilement comme étant un module, celui-ci reçoit alors plusieurs arguments : la file, sa taille, la queue ainsi que l'élément à empiler obtenu dans le module appelant. Il devra renvoyer la file modifiée ainsi que la nouvelle queue.

* **Observation** 
  + Données : le tableau représentant la file, la taille du tableau (T) ;
  + Entrée : aucune ;
  + Sortie : aucune.
* **Diagramme** 
  + Opérations : enfilement, sortie ;
  + Variables : *File*, *Queue*, *Element* ;
  + Initialisation : aucune;
  + Diagramme d'actions : Enfiler.

┌─\* Enfiler

│

│┌─ **if (***Queue =* T**)**

││

││ *Queue* = 0

││

│├─ **else**

││

││ *Queue* ++

│└──

│ *File*[*Queue*] = *Element*

└──

#### Défiler

Si on considère l'algorithme de défilement comme étant un module, celui-ci reçoit alors plusieurs arguments : la file et la tête actuelle. Il devra renvoyer la file modifiée, la nouvelle tête ainsi que l'élément défilé.

* **Observation** 
  + Données : le tableau représentant la file, la taille du tableau (T) ;
  + Entrée : aucune ;
  + Sortie : aucune.
* **Diagramme** 
  + Opérations : défilement, sortie ;
  + Variables : *File*, *Tête*, *Element* ;
  + Initialisation : aucune;
  + Diagramme d'actions : Défiler.

┌─\* Défiler

│ *Element* = *TabPile*[*Tête*]

│

│┌─ **if (***Tête* = T**)**

││

││ *Tête* = 0

││

│├─ **else**

││

││ *Tête ++*

│└──

└──

### Exemples[[4]](#footnote-4)

* Les **serveurs d'impression**, qui doivent traiter les requêtes dans l'ordre dans lequel elles arrivent, et les insèrent dans une file d'attente (ou une queue).
* Une **file d'attente de message** est une technologie de programmation utilisée pour la communication interprocessus ou la communication de serveur à serveur. En anglais, on parle de « Message-Oriented Middleware » ou « Mom ».

Les files d'attente de message fournissent des liaisons asynchrones normalisées. Elles ont pour but que l'expéditeur et le récepteur du message ne soient pas contraints de s'attendre l'un l'autre. Des messages placés dans la file d'attente sont stockés, jusqu'à ce que le destinataire les recherche. L'expéditeur n'a pas à attendre que le récepteur commence à traiter son message, il poste son information et peut passer à autre chose.

Beaucoup de réalisations de files d'attente de message sont créées pour les besoins internes des systèmes d'exploitation. Elles sont indispensables pour la synchronisation ou le travail multitâche des processus afin de pouvoir accorder du temps-machine à chaque tâche, sans en privilégier aucune.

D'autres réalisations de file d'attente permettent une communication entre différents systèmes informatiques, connectant plusieurs applications, ou plusieurs systèmes d'exploitation. Ces systèmes de synchronisation de messages fournissent typiquement une fonctionnalité de persistance pour s'assurer que les messages ne soient pas perdus en cas d'échec du système. On parle d'[Intergiciel orienté message](http://fr.wikipedia.org/w/index.php?title=Intergiciel_orient%C3%A9_message&action=edit" \o "Intergiciel orienté message), c'est-à-dire un gestionnaire de files d'attente.

# Les Tableaux à double indice

## Pourquoi des tableaux à plusieurs dimensions ?

Les cellules d'un tableau à une dimension sont indicées de manière consécutive. La représentation graphique du tableau se fait à l'aide d'une suite de cellules les unes contre les autres. Cependant, il est possible de disposer les cellules d'un tableau selon des grilles (tableaux à deux dimensions), des cubes (tableaux à trois dimensions), etc.

En effet, l'algorithmique étant à notre service pour gérer des problèmes divers, il est nécessaire de prévoir une modélisation plus complexe que la simple juxtaposition de cellules.

En prenant l'exemple de la modélisation d’un jeu de dames, et du déplacement des pions sur le damier. Avec les outils que nous avons abordés jusqu'ici, le plus simple serait évidemment de modéliser le damier sous la forme d’un tableau. Chaque case du damier étant représentée par une cellule du tableau. La valeur de la cellule modélisant une case vide serait, par exemple, 0, et celle d'une case occupée par un pion serait 1.

Chaque cellule du tableau correspondrait à une case du damier : les cellules d'indice 0 à 7 pour la première ligne, 8 à 15 pour la deuxième ligne, et ainsi de suite jusqu’à avoir représenté les 64 cases du damier.

Sur base de cette représentation, on peut écrire un algorithme permettant de simuler le jeu de dames, mais le fait d'utiliser un tableau à simple indice ne facilite pas la clarté de l’algorithme. Il serait évidemment plus simple de modéliser un jeu de dame à l'aide d'un damier. D'où, l'algorithmique offre la possibilité d'utiliser des tableaux dans lesquels les valeurs ne sont pas repérées par un seul, mais par **deux indices**. Il s'agit alors d'un **tableau à deux dimensions**.

Il est intéressant de noter qu'il n'y a pas de limite au nombre de dimensions. Si vous avez compris le principe des tableaux à deux dimensions, il n’y a aucun problème à passer au maniement de tableaux à trois dimensions, quatre dimensions ou plus. Ainsi, l'accès à un élément dans un tableau à trois dimensions se fait à l'aide de 3 trois indices.

Le principal obstacle au maniement systématique de ces tableaux à plus de trois dimensions est que le programmeur, quand il conçoit son algorithme, a pour habitude de dessiner les structures de données qu'il utilise afin de se les représenter.

Or, il est facile d’imaginer concrètement un tableau à une dimension, cela reste faisable pour deux dimensions, cela devient plus complexe pour les tableaux à trois dimensions, mais les tableaux à plus de trois dimensions sont impossibles à visualiser. En effet, l’esprit humain a des difficultés à se représenter les choses dans l’espace, et est souvent perdu dans l’hyperespace (espace comptant plus de trois dimensions). Donc, pour des raisons uniquement pratiques, les tableaux à plus de trois dimensions sont rarement utilisés.

## Définition

**Rappel :** Un **tableau** est un ensemble de valeurs (de même type) portant le même nom de variable, ces valeurs étant repérées par un nombre, appelé indice.

Un **tableau à double indice** est un **tableau** dont chaque valeur est repérée par **deux indices**.

En réalité, la création d'un tableau à deux dimensions permet l'accès à plus d'une valeur à partir d'un même indice.

En effet, le premier indice permet de repérer ce qu'on appellera une **ligne**, c'est-à-dire un sous-ensemble de cellules contiguës du tableau. Le second indice permet l'accès à une cellule de cette ligne, c'est-à-dire à une **colonne**.

Le nombre de colonnes doit être le même pour chaque ligne et réciproquement. Il s'agira donc bien d'une **matrice**.

Tout comme pour les tableaux à simple indice, l’indice d'un tableau à double indice commence à **0**.

L'accès à une cellule du tableau se fait via ces deux indices :

*NomTab* **[** *indiceLigne* **]** **[** *indiceColonne* **]**.

Un tableau *Mat* de *N* éléments par **ligne** et *M* éléments par **colonne** peut être représenté graphiquement de la manière suivante :

***N* = 5** et ***M* = 10**
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Mat **[**2**][**4**]**

## Exemples d'utilisation

L'utilisation des matrices en informatique a permis notamment le passage de l'affichage par segments à **l'affichage par pixels**[[5]](#footnote-5).

![](data:image/png;base64,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)

Plus précisément, une **image numérique**[[6]](#footnote-6) est une matrice de pixels dont chacun comporte une information de couleur et de luminance. Ces points sont agencés comme dans un tableau en lignes et en colonnes et sont définis par leur position d'une part, et leur valeur d'autre part. Cette matrice forme une image lorsqu'elle est vue à une distance appropriée.
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Chaque valeur correspond à une couleur et est traduite pour être visualisée en fonction des codes de couleurs ou de gris. Par exemple pour une gamme allant du noir (0) au blanc (255), le pixel codé 75 sera gris foncé. Mais, si l'on affiche le même pixel, codé 75, sur une gamme de couleurs, celui-ci conservera sa valeur initiale mais deviendra coloré à l'écran, par exemple orange. Ce n'est plus alors le fichier image d'origine qui va déterminer la visualisation de l'image, mais bien la configuration de l'ordinateur et de l'écran utilisés pour traiter l'image. Une même image peut ainsi apparaître totalement différente d'un écran à l'autre.

L'organisation des informations en matrices de points codés va permettre un grand nombre de calculs issus des mathématiques matricielles, non seulement sur les codes mêmes des pixels, mais aussi sur leur spatialisation, c'est-à-dire sur leur position par rapport aux autres points.

Cependant, si la plupart des images nous parviennent codées sur 3 fois 8 bits (un octet), soit 3 fois 256 couleurs potentielles (16 777 216 couleurs possibles), d'autres formats d'images (notamment les formats pour l'internet par exemple) peuvent être codés sur un nombre plus réduit de bits, ce qui réduit le nombre de couleurs.

## Manipulations des tableaux à double indice

### Afficher le contenu d'un tableau à double indice

*Exemple :* On a relevé pour 10 villes différentes, la température moyenne pour chaque mois d’une année.

Comme tous les éléments sont de même type (numérique), un tableau à double indice est tout à fait indiqué pour mémoriser ces informations.

Ce tableau, appelé *TabTemp*, se compose de 10 lignes et de 12 colonnes.

On a donc

TabTemp par ville par mois Température

(10\*) (12\*)

Ce tableau ayant été garni au préalable, on désire écrire le diagramme d’actions qui permet d'afficher son contenu.

* **Observation** 
  + Données : le tableau, le nombre de lignes et le nombre de colonnes ;
  + Entrée : aucune ;
  + Sorties : les valeurs contenues dans le tableau.
* **Diagramme** 
  + Opérations : parcours, sortie ;
  + Variables : *TabTemp*, *CptL*, *CptC* ;
  + Initialisations : *CptL* = 0, *CptC* = 0 ;
  + Diagramme d'actions : SortieTabTemp.

┌─\* SortieTabTemp

│

│ *CptL* = 0

│

│╔═ **do while** **(***CptL* < 10**)**

│║

│║ *CptC* = 0

│║

│║╔═ **do while** **(***CptC* <12**)**

│║║

│║║ **Sortir** TabTemp**[***CptL***][***CptC***]**, "**¬**"

│║║ *CptC*++

│║╙─

│║ **Sortir** "**↵**"

│║ *CptL*++

│╙─

└──

### Afficher le total d'une ligne

*Exemple :* Soit un tableau d'entiers *TabEnt* comportant *NbLig* lignes et *NbCol* colonnes, écrire le diagramme d’actions qui permet d'afficher le total des éléments d'une ligne entrée par l'utilisateur.

* Observation
  + Données : le tableau *TabEnt*, *NbLig* et *NbCol* ;
  + Entrée : le numéro de la ligne ;
  + Sortie : le total des éléments de la ligne.
* Diagramme
  + Opérations : parcours de la ligne, somme, sortie ;
  + Variables : *TabEnt*, *Tot*, *CptC*, *NumLig* ;
  + Initialisations : *Tot* = 0, *CptC* = 0 ;
  + Diagramme d'actions : SortieTotLigne.

┌─\* SortieTotLigne

│

│ **Sortir** "Entre le numéro de la ligne : "

│ **Obtenir** *NumLig*

│

│ *Tot*  = 0

│ *CptC* = 0

│╔═ **do while** **(***CptC* < NbCol**)**

│║

│║ *Tot*  += *TabEnt***[***NumLig***][***CptC***]**

│║ *CptC* ++

│╙─

│ **Sortir** *Tot*

└──

### Afficher le minimum d'une colonne

*Exemple :* Soit un tableau d'entiers *TabEnt* comportant *NbLig* lignes et *NbCol* colonnes, écrire le diagramme d’actions qui permet d'afficher le plus petit élément d'une colonne entrée par l'utilisateur.

* Observation
  + Données : le tableau *TabEnt*, *NbLig* et *NbCol* ;
  + Entrée : le numéro de la colonne ;
  + Sortie : le minimum des éléments de la colonne.
* Diagramme
  + Opérations : parcours de la colonne, minimum, sortie ;
  + Variables : *TabEnt*, *Min*, *CptL*, *NumCol* ;
  + Initialisation : *CptL* = 0, *Min* = 0 ;
  + Diagramme d'actions : SortieMinCol.

┌─\* SortieMinCol

│

│ **Sortir** "Entre le numéro de la colonne : "

│ **Obtenir** *NumCol*

│

│ *Min*  = HV

│ *CptL* = 0

│╔═ **do while** **(***CptL* < NbLig**)**

│║

│║┌─ **if** **(***Min >* *TabEnt***[***CptL***][***NumCol***])**

│║│

│║│ *Min* = *TabEnt***[***CptL***][***NumCol***]**

│║└──

│║

│║ *CptL*++

│╙─

│ **Sortir** *Min*

└──

### Afficher la position d'un élément donné

*Exemple :* Soit un tableau d'entiers *TabEnt* comportant *NbLig* lignes et *NbCol* colonnes, écrire le diagramme d’actions qui permet d'afficher la position (ligne et colonne) d'un élément entré par l'utilisateur. Si ce nombre n'est pas présent dans le tableau, sortir "Élément non trouvé !".

* Observation
  + Données : le tableau *TabEnt*, *NbLig* et *NbCol* ;
  + Entrée : le nombre recherché ;
  + Sortie : la position du nombre ou un message.
* Diagramme
  + Opérations : recherche, sortie ;
  + Variables : TabEnt, CptL, CptC, NbrLu, Trouve ;
  + Initialisation : *CptL* = 0, *CptC* = 0, *Trouve* = FAUX ;
  + Diagramme d'actions : SortiePosition.

┌─\* SortiePosition

│

│ **Sortir** "Entre un nombre : "

│ **Obtenir** *NbrLu*

│

│ *Trouve* = FAUX

│ *CptL* = 0

│╔═ **do while** **(***CptL* < NbLig **AND** *Trouve* = FAUX**)**

│║

│║ *CptC* = 0

│║

│║╔═ **do while** **(***CptC* <NbCol **AND** TabEnt **[***CptL***][***CptC***]** ≠ *NbrLu***)**

│║║

│║║*CptC*++

│║╙─

│║┌─ **if** **(***CptC* < NbCol**)**

│║│

│║│ *Trouve* = VRAI

│║├─ **else**

│║│

│║│ *CptL*++

│║└──

│╙─

│┌─ **if** **(***Trouve* = VRAI**)**

││

││**Sortir** "[", *CptL*, " ; ", *CptC*, "]"

│├─ **else**

││

││**Sortir** "Elément non trouvé !"

│└──

└──

## Tableau de structure ou Tableau à double indice ?

Dans certains cas, deux solutions s'offrent au programmeur pour stocker les informations à traiter en mémoire centrale.

En effet, prenons l'exemple suivant :

On désire calculer la moyenne, pour chaque cours, des cotes de janvier des étudiants de premières TI. Pour ce faire, il est nécessaire de stocker, pour chacun d'eux, les différentes cotes sur 20 qu'il a obtenues.

Les deux solutions possibles pour stocker ces informations sont :

* + Un tableau de structure comprenant l'identifiant (nom et prénom) de l'étudiant et un tableau de cotes ;
  + Un tableau à double indice contenant les cotes des étudiants, chaque ligne correspondant à un étudiant.

### Tableau de structure

La première manière de procéder est de mémoriser non seulement les cotes des étudiants mais aussi leur identifiant.

#### Structure

TabEtud

CellEtud

NbEtud \*

NomPrenom

TabCote

CellCote

NbCours \*

Cote

#### Représentation graphique

On représenterait les informations de la manière suivante :

Balasko Josiane

10

12

14

15

11

10

12

11

15

10

12

Blanc Michel

6

14

10

12

12

14

9

7

12

14

16

Clavier Christian

12

10

13

11

10

8

18

17

14

13

15

Chazel Marie-Anne

4

13

8

17

9

11

14

15

10

9

10

Jugnot Gérard

8

15

9

13

7

13

13

12

10

11

9

Lhermitte Thierry

5

17

12

14

8

10

11

10

13

12

10

**…**

TabEtud[0]

TabEtud[1]

TabEtud[2]

TabEtud[3]

TabEtud[4]

TabEtud[5]

TabEtud[0].TabCote[1]

#### Algorithmes

* Observation
  + Données : le tableau *TabEtud*, *NbEtud*, *NbCours* ;
  + Entrée : aucune ;
  + Sortie : aucune.
* Diagramme
  + Opérations : calcul des moyennes ;
  + Variables : TabEtud, CptEt, CptCrs, TabMoy ;
  + Initialisation : Initialisation : *CptEt* = 0, *CptCrs* = 0, *TabMoy* ;
  + Diagramme d'actions : MoyenneCours.

┌─\* MoyenneCours

│

│ *CptCrs* = 0

│╔═ **do while** **(***CptCrs* <NbCours**)**

│║ *TabMoy***[***CptCrs***]** = 0

│║ *CptCrs* ++

│╙─

│ *CptEt* = 0

│╔═ **do while** **(***CptEt* < NbEtud**)**

│║

│║ *CptCrs* = 0

│║

│║╔═ **do while** **(***CptCrs* <NbCours**)**

│║║ *TabMoy***[***CptCrs***]** += *TabEtud***[***CptEt***].***TabCote***[***CptCrs***]**

│║║ *CptCrs* ++

│║╙─

│║ *CptEt* ++

│╙─

│ *CptCrs* = 0

│╔═ **do while** **(***CptCrs* <NbCours**)**

│║ *TabMoy***[***CptCrs***]** /= NbEtud

│║ *CptCrs* ++

│╙─

└──

On remarque rapidement que, dans cet algorithme, l'identifiant de l'étudiant n'est pas utilisé. D'où, en utilisant une structure, on mémorise une information inutile qui est cet identifiant. En effet, dans le cas de notre traitement, cet identifiant ne sert à rien puisqu'il s'agit de calculer la moyenne par cours et non par étudiant !

### Tableau à double indice

Cette deuxième manière de procéder consiste à mémoriser uniquement les cotes des étudiants en associant à chacun une ligne du tableau, chaque cellule de cette ligne représentant une des cotes de celui-ci.

#### Structure

TabCote

Ligne

NbEtud \*

Cote

Colonne

NbCours \*

#### Représentation graphique

On représenterait les informations de la manière suivante :

TabCote**[**0**][**1**]**

TabCote[0]

10

12

14

15

11

10

12

11

15

10

12

12 14

16

14

12

7

9

12

10

14

6

TabCote[1]

TabCote[2]

4

13

8

17

9

11

14

15

10

9

10

TabCote[3]

12

10

13

11

10

8

18

17

14

13

15

TabCote[4]

8

15

9

13

7

13

13

12

10

11

9

TabCote[5]

5

17

12

14

8

10

11

10

13

12

10

#### Algorithmes

* Observation
  + Données : le tableau *TabCote*, *NbEtud*, *NbCours* ;
  + Entrée : aucune ;
  + Sortie : aucune.
* Diagramme
  + Opérations : calcul des moyennes ;
  + Variables : TabCote, CptEt, CptCrs, TabMoy;
  + Initialisation : *CptEt* = 0, *CptCrs* = 0, *TabMoy* ;
  + Diagramme d'actions : SortiePosition.

┌─\* SortiePosition

│

│ *CptCrs* = 0

│╔═ **do while** **(***CptCrs* <NbCours**)**

│║ *TabMoy***[***CptCrs***]** = 0

│║ *CptCrs* ++

│╙─

│ *CptEt* = 0

│╔═ **do while** **(***CptEt* < NbEtud**)**

│║

│║ *CptCrs* = 0

│║╔═ **do while** **(***CptCrs* <NbCours**)**

│║║ *TabMoy***[***CptCrs***]** += *TabCote***[***CptEt***][***CptCrs***]**

│║║ *CptCrs* ++

│║╙─

│║ *CptEt* ++

│╙─

│ *CptCrs* = 0

│╔═ **do while** **(***CptCrs* <NbCours**)**

│║ *TabMoy***[***CptCrs***]** /= NbEtud

│║ *CptCrs* ++

│╙─

└──

Cette solution est donc plus appropriée si l'algorithme se limite à ce genre de calcul sans devoir tenir compte de l'identifiant de l'étudiant. En effet, il permet de ne pas utiliser de place mémoire inutile. De plus, la notation sera plus simple puisqu'il n'y aura pas besoin de spécifier le champ TabCote, celui-ci étant remplacé par une ligne du tableau à double indice.

### Conclusion

En fonction des informations nécessaires au traitement, le programmeur doit choisir la représentation qui correspond le mieux.

Le but de la « modélisation informatique » n’est pas de compliquer la démarche mais de l’adapter au mieux aux besoins précis de l’utilisateur.

On veillera ainsi à ne stocker que les données utiles à la gestion du problème en évitant ainsi de faire des doubles emplois. Ceci d'ailleurs est l’un des objectifs principaux de l’élaboration de base de données.

# Les listes chaînées

## Pourquoi des listes chaînées ?[[7]](#footnote-7)

En organisant d'une certaine manière les données, on permet un traitement automatique de ces dernières plus efficace et rapide. Le fait d'utiliser une organisation de données appropriée à un traitement peut également faire baisser de manière significative la complexité d'une application et ainsi participer à faire baisser le taux d'erreurs.

Dans le cadre de ce cours, seules les organisations de données **séquentielles** sont abordées. Elles permettent de ranger des objets dans un ordre arbitraire. Parmi celles-ci, on retrouve les **tableaux**, les **piles** et les **files**, ainsi que les **listes**.

Les tableaux ont la particularité d'être indicés. On peut ainsi accéder à chaque élément du tableau directement par son indice. Cependant, lorsqu'on veut ajouter ou supprimer un élément, il est nécessaire d'avoir recours à des décalages afin de limiter la perte de données ou la perte de place en mémoire. De plus, lors de l'allocation – la réservation – de la mémoire, un tableau se voit allouer un espace correspondant au nombre maximum d'éléments qu'il peut contenir. Cet espace lui est alloué une fois pour toutes, c'est-à-dire de manière statique. D'où, si le traitement nécessite une place mémoire plus importante, il est nécessaire d'allouer un nouvel espace, plus grand, et d'y recopier, une à une, les informations présentes dans le tableau déjà existant.

Le choix d'une implémentation particulière dépend d'un certain nombre de compromis, comme l'occupation mémoire ou les performances requises pour diverses opérations de base : itération, ajout d'un élément (au début, à la fin ou encore dans un emplacement quelconque de la collection), recherche d'un élément, suppression d'un élément, décompte du nombre d'éléments, etc.

Il semble alors nécessaire de trouver une autre technique permettant de mieux s'adapter à certains types de traitement. Cette nouvelle organisation des données est appelée **liste chainée**.

Contrairement à un tableau, la taille d'une liste chaînée n'a comme limite que celle de la mémoire disponible. En effet, la mémoire est allouée de manière dynamique. L'organisation des données est telle que chaque élément peut pointer, suivant le type de liste chaînée, vers un ou plusieurs éléments de la liste. Ainsi, pour augmenter la taille d'une liste chaînée, il suffit de créer un nouvel élément et de faire pointer certains éléments déjà présents vers ce nouvel élément.

Il existe plusieurs types de listes chaînées :

* Les **listes simplement chaînées** : chaque élément dispose d'un pointeur sur l'élément suivant de la liste. Le parcours se fait dans un seul sens ;
* Les **listes doublement chaînées** : chaque élément dispose de deux pointeurs, un sur l'élément suivant et un autre sur le précédent. Le parcours peut se faire alors dans les deux sens.
* Les **listes chainées cycliques** : il s’agit d’une liste chaînée simple ou double qui forme une boucle. Dès que l'on a atteint la "fin" de la liste et que l'on désire continuer, on se retrouve sur le "premier" élément de la liste.
* Etc.

En résumé, voici un tableau comparant point par point les caractéristiques des tableaux à celles des listes chainées :

|  |  |  |
| --- | --- | --- |
| **Propriétés** | **Liste Chainée** | **Tableau** |
| Allocation de la mémoire | Allocation **dynamique**.  Permet d’allouer la mémoire seulement lors de l’exécution du programme et non lors de la compilation.  Utile lorsqu'on ne connait pas le nombre d'éléments à traiter. | Allocation **statique**.  Permet d'allouer la mémoire lors de la compilation sans pouvoir modifier sa taille par la suite.  Utile lorsqu’on connaît d’avance le nombre d'éléments. |
| Espace mémoire nécessaire | Chaque élément comprenant les données ainsi que un ou plusieurs pointeurs, la **taille** de celui-ci est **plus élevée**.  Lorsque le nombre d'éléments est élevé, l'espace utilisé peut devenir beaucoup plus grand que celui nécessaire à un tableau. | Chaque élément ne contient que les informations à mémoriser. Un élément prend alors **moins** **de place** en mémoire.  Lorsque le nombre d'éléments est élevé, la place mémoire se limite au strict nécessaire. |
| Accès à un élément | Comme les éléments ne sont pas indicés, l'accès à un élément se fait à l'aide d'un **parcours de la chaîne**.  Même si l’on connaît l'emplacement de l'élément dans la chaîne, il est nécessaire de la parcourir pour l'atteindre. | Comme les éléments sont indicés, un **accès direct** à l'information est possible.  Lorsque l’on connait l'emplacement de l’élément recherché, l'accès à celui-ci est plus rapide que dans une liste chaînée. |
| Manipulations | L'ajout et la suppression d'un élément se font grâce à la **création ou la suppression d'un chaînon**.  L'**insertion** ou la **suppression** d'un ou plusieurs éléments est **plus rapide** que dans un tableau. | L'ajout ou la suppression d'un élément nécessite soit un **décalage** à droite, soit un décalage à gauche des autres éléments du tableau.  L'**insertion** ou la **suppression** d'un ou plusieurs éléments est **plus lourde** que dans une liste chaînée. |

## Définition

Une liste est un **ensemble ordonné d’éléments**. Chaque élément peut comporter un certain nombre de champs ou être lui-même une liste.

Les éléments de la liste, appelés **chaînons**, comportent des champs de données et un champ appelé **pointeur** contenant l’adresse de l’élément suivant.

Le début de la liste est déterminé par un **pointeur de début de liste** retenant l’adresse du premier élément de la liste.

*Exemple :*

PtrDeb

Données

Pointeur

Données

Pointeur

Données

Pointeur

Chaînon

## Notations

Par convention, on utilise, comme pointeurs, les noms de variable suivants :

***PtrDeb***  variable contenant l’adresse du premier élément de la liste ;

***Ptr***  variable contenant l’adresse du chaînon courant ;

***Ptr🡪Données***  permet d’accéder au contenu des données.

***Ptr🡪PtrSuiv***  variable contenant l’adresse du chaînon suivant le chaînon courant ;

***Ptr🡪PtrPrec*** variable contenant l’adresse du chaînon précédent le chaînon courant (uniquement dans les listes doublement chaînée) ;

***PtrNouv***  variable contenant l’adresse d'un nouveau chaînon ;

## Fonctionnement

On accède aux éléments de la liste en passant d'un chaînon à l'autre via le pointeur vers le chaînon suivant le chaînon courant – ***Ptr🡪PtrSuiv***, et ce à partir du pointeur indiquant le début de la liste – ***PtrDeb***.

Les éléments de la liste ne sont pas nécessairement placés consécutivement en mémoire. Ils **peuvent être disséminés** un peu partout. C'est pourquoi un langage de programmation doit disposer d’un mécanisme permettant d’**allouer** un espace mémoire **de manière dynamique** pour l’ajout de nouveaux éléments. Il doit également permettre de **libérer** cet espace lors de la suppression d'un élément.

## Opérations sur les listes

Les opérations pouvant être réalisées sur les listes chaînées sont les suivantes :

* Placement sur le premier élément de la liste ;
* Placement sur le dernier élément de la liste (si liste doublement chaînée) ;
* Placement sur l'élément suivant l'élément courant si c'est possible ;
* Placement sur l'élément précédent l'élément courant si c'est possible (si liste doublement chaînée) ;
* **Vérifier** si la liste est vide ou non ;
* **Recherche** d'un élément de la liste ;
* **Mise-à-jour** d'un élément de la liste ;
* **Ajout** d'un élément dans la liste ;
* **Suppression** d'un élément de la liste ;
* **Comptage** du nombre d'éléments de la liste.

## Exemples d'utilisation

### Gestion de la mémoire par listes chainées[[8]](#footnote-8)

Une méthode pour mémoriser l'occupation de la mémoire consiste à gérer une liste chaînée des segments libres et occupés, un segment étant un processus ou un espace libre entre deux processus.

Chaque entrée spécifie, pour une zone libre ou pour un processus, son adresse de départ, sa longueur et un pointeur sur l'entrée suivante.

Cette liste peut être triée sur les adresses. Ce tri permet de mettre la liste à jour facilement lorsqu'un processus se termine ou est déplacé sur le disque.

### Gestion de l'accès à un fichier séquentiel[[9]](#footnote-9)

Un fichier séquentiel consiste en blocs d’octets enregistrés sur un support tel que ruban, disque… La dimension de ces blocs est dictée par les caractéristiques du support. Ces blocs sont lus (lecture physique) dans un tampon en mémoire.

Un bloc contient un certain nombre d’enregistrements qui sont des unités d’information logiques pour l’application (un étudiant, un client, un produit, etc.) souvent de longueur et de contenu uniformes. Ils sont triés selon une clé, normalement un code (code d’étudiant, numéro produit, etc.).

Les opérations sur les fichiers séquentiels se résument, essentiellement, en la lecture de l'enregistrement suivant ou l'écriture d'un nouvel enregistrement en fin du fichier séquentiel. Un fichier séquentiel peut être accessible soit en lecture, soit en écriture.

Le fichier séquentiel en lecture est initialement positionné sur le premier enregistrement logique. Chaque opération de lecture transfère dans une zone interne au programme un enregistrement du fichier, et prépare le fichier pour le positionner sur l'enregistrement suivant. On dispose souvent d'une opération complémentaire qui permet de savoir s'il y a encore des enregistrements à lire dans le fichier, et éventuellement une opération permettant le retour au début du fichier.

Le fichier séquentiel en écriture peut être initialement vide, ou positionné après le dernier enregistrement déjà dans le fichier. Chaque opération d'écriture rajoute un enregistrement dans le fichier depuis une zone interne au programme, et positionne le fichier après cet enregistrement. L'écriture d'un enregistrement se fait donc toujours après ceux qui sont déjà dans le fichier.

Il est à noter que la caractéristique essentielle d'un fichier séquentiel est que les enregistrements sont lus dans l'ordre où ils ont été écrits.

### Piles et files

Les piles et les files peuvent être implémentées sous la forme de listes. Leurs propriétés restent les mêmes, mise à part l'allocation de la mémoire qui devient dynamique.

## Exercice introductif sur les listes chaînées

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 681 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 217 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 5268 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 729 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 4023 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 681 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 2918 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 3400 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 4321 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 5268 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 729 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 4023 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 217 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 63 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 3400 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | NULL |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 63 |  | NumAbon | NomAbon | PtrSuiv |
|  |  |  |  | 2918 |

1. A partir de l’adresse de PtrDeb = 4321 et des PtrSuiv, effectuer correctement les chaînages.
2. Sachant que la liste est triée par ordre alphabétique sur le NomAbon, compléter les chaînons avec les noms d’abonnés suivants : Bertrand, Collignon, Dubois, Evrard, Forain, Gérard, Mortiaux, Pierard, Walraf.

Écrire la 1ière instruction de remplissage.

1. Écrire le DA qui permet de remplir les numéros des abonnés (NumAbon) sachant qu’elles correspondent à l’ordre alphabétique (numéros commençant à partir de 1200).
2. Si Ptr = 4023, donner la valeur de

Ptr🡪PtrSuiv :

Ptr🡪NomAbon :

Ptr🡪RefAbon :

1. Supprimer l’abonné ayant la référence 1205 et recréer les liens.
2. Insérer un nouvel abonné au bon endroit (par *Exemple :* Moulin).

## Manipulations des listes chaînées

Ci-après se trouvent les différents diagrammes d'actions qui permettent de réaliser les principales opérations sur les listes :

* **Recherche** d'un élément de la liste ;
* **Mise-à-jour** d'un élément de la liste ;
* **Ajout** d'un élément dans la liste ;
* **Suppression** d'un élément de la liste ;
* **Comptage** du nombre d'éléments de la liste.

Tous ces diagrammes sont réalisés sur base d'un énoncé commun décrit au point suivant.

### Énoncé commun

On désire permettre la gestion des inscriptions à une *newsletter*.

Lors de l'inscription, chaque abonné doit encoder les informations qui le concernent, c’est-à-dire :

* son numéro d'abonné ;
* son nom ;
* sa nationalité.

Chaque chaînon de la liste représente donc un abonné.

La **structure** d'un chainon est : La **représentation graphique** d'un chaînon est :

NumAbon

NomAbon

NatAbon

***PtrSuiv***

Skieur

NumAbon

NomAbon

NatAbon

***PtrSuiv***

### Recherche d’un élément de la liste

De même que pour les tableaux, on peut travailler avec une liste qui est soit non triée, soit triée.

#### Liste non triée

*Exemple :* Soit une liste chaînée non triée de abonnés, dont le pointeur de début est *PtrDeb*, écrire le diagramme d’actions qui permet de rechercher un abonné dont le numéro d’abonné, *NumAbonLu*, a été entré par l'utilisateur au clavier.

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrée : le numéro de l’abonné recherché ;
  + Sortie : aucune.
* Diagramme
  + Opération : recherche dans de la liste ;
  + Variables : *PtrDeb*, *NumAbonLu*, *Ptr* ;
  + Initialisation : *Ptr* = *PtrDeb* ;
  + Diagramme d'actions : Recherche.

┌─\* Recherche

│

│ **Sortir** " Entrer le numéro d'abonné recherché : "

│ **Obtenir** *NumAbonLu*

│

│ *Ptr* = *PtrDeb*

│╔═ **do while** ( (*Ptr* ≠ NULL) **AND** (*NumAbonLu* ≠ *Ptr*🡪*NumAbon*) )

│║

│║ *Ptr* = *Ptr*🡪*PtrSuiv*

│╙─

└──

Si l'abooné ne fait pas partie de la liste, le pointeur *Ptr* aura la valeur NULL.

#### Liste triée

*Exemple :* Soit une liste chaînée d’abonnés, triée en ordre croissant sur leur numéro d’abonné, dont le pointeur de début est *PtrDeb*, écrire le diagramme d’actions qui permet de rechercher un abonné dont le numéro, *NumAbonLu*, a été entré par l'utilisateur au clavier. Si l'abonné ne fait pas partie de la liste, afficher le message " L'abonné recherché ne fait pas partie de la liste ! ".

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrée : le numéro de l’abonné recherché ;
  + Sortie : aucune.
* Diagramme
  + Opération : recherche dans de la liste triée;
  + Variables : *PtrDeb*, *NumAbonLu*, *Ptr* ;
  + Initialisation : *Ptr* = *PtrDeb* ;
  + Diagramme d'actions : Recherche.

┌─\* Recherche

│

│ **Sortir** " Entrer le numéro d'abonné recherché : "

│ **Obtenir** *NumAbonLu*

│ *Ptr* = *PtrDebSki*

│

│╔═ **do while** **(** (*Ptr* ≠ NULL) **AND** (*NumAbonLu* > *Ptr🡪*NumAbon) **)**

│║

│║ *Ptr* = *Ptr🡪PtrSuiv*

│╙─

│┌─ **if** **(** (*Ptr* ≠ NULL) **AND** (*NumAbonLu <* *Ptr🡪*NumAbon) **)**

││

││ **Sortir** " L'abonné recherché ne fait pas partie de la liste ! "

│└──

└──

### Mise-à-jour d'un élément de la liste

*Exemple :* Soit une liste chaînée d'abonnéq, triée en ordre croissant sur leur numéro d’abonné, dont le pointeur de début est *PtrDeb*, écrire le diagramme d’actions qui permet de mettre à jour les informations concernant un abonné dont le numéro d'abbonné, *NumAbonLu*, a été entré par l'utilisateur au clavier. Le message "Modification effectuée !" est affiché si la mise-à-jour est concluante et "Échec !" si non.

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrée : le numéro de l’abonné recherché ;
  + Sortie : aucune.
* Diagramme
  + Opérations : recherche, obtention, mise-à-jour ;
  + Variables : PtrDeb, NumAbonLu, Message, Ptr ;
  + Initialisation : *Ptr* = *PtrDeb* ;
  + Diagramme d'actions : Mise-a-jour.

┌─\* Mise-a-jour

│

│ **Sortir** " Entrer le numéro d'abonné recherché : "

│ **Obtenir** *NumAbonLu*

│

│ *Ptr* = *PtrDebSki*

│╔═ **do while** **(** (*Ptr* ≠ NULL) **AND** (*NumAbonLu* > *Ptr🡪*NumAbon) **)**

│║

│║ *Ptr* = *Ptr🡪PtrSuiv*

│╙─

│┌─ **if** **(** (*Ptr* ≠ NULL) **AND** (*NumAbonLu <* *Ptr🡪*NumAbon) **)**

││

││ *Message* = " Echec !"

│├─ **else**

││

││ **Sortir** " Entrer le nom de l'abonné : "

││ **Obtenir** *Ptr🡪NomAbon*

││

││ **Sortir** " Entrer la nationnalit de l'abonné : "

││ **Obtenir** *Ptr🡪NatAbon*

││

││ *Message* = " Modification effectuée !"

│└──

└──

### Ajout d’un élément dans une liste

*Exemple :* Soit une liste chaînée d'abonnés, dont le pointeur de début est PtrDeb, écrire le diagramme d’actions qui permet d'ajouter un abonné à cette liste.

L'ajout dans une liste chaînée peut s'effectuer de trois manières :

* On insère le nouveau chaînon en début de liste, avant le premier chaînon ;
* On insère le nouveau chaînon en fin de liste, après le dernier chaînon ;
* On insère le nouveau chaînon dans la liste, avant le dernier chaînon courant.

#### Allocation de mémoire

Dans tous les cas, avant d'ajouter un nouvel élément, il faut créer un nouveau chaînon c'est-à-dire qu'il faut lui allouer la place mémoire permettant de conserver les informations prévues.

* Observation
  + Données : aucune;
  + Entrée : aucune ;
  + Sortie : message permettant de savoir si l'allocation s'est bien déroulée.
* Diagramme
  + Opération : allocation de mémoire ;
  + Variable : *PtrNouv* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : Allocation.

┌─\* Allocation

│

│ *PtrNouv* = adresse d’un nouveau chaînon

│ (allocation de l'emplacement par le système)

│

│┌─ **if** **(***PtrNouv* = NULL**)**

││

││**Sortir** " Mémoire insuffisante !"

│├─ **else**

││

││**Sortir** "Allocation de mémoire réussie !"

│└──

└──

#### Ajout en début de liste

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrées : les informations concernant le nouvel abonné ;
  + Sortie : aucune.
* Diagramme
  + Opérations : Allocation, obtention et chaînage;
  + Variables : *PtrDeb*, *PtrNouv* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : AjoutDébut.

┌─\* AjoutDébut

│

│ *PtrNouv* = adresse d’un nouveau chaînon

│ (allocation de l'emplacement par le système)

│

│┌─ **if** **(***PtrNouv* = NULL**)**

││

││**Sortir** " Mémoire insuffisante !"

│├─ **else**

││

││ **Sortir** " Entrer le numéro de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NumAbon*

││

││ **Sortir** " Entrer le nom de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NomAbon*

││

││ **Sortir** " Entrer la nationnalit de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NatAbon*

││

││ *PtrNouv🡪PtrSuiv* = *PtrDeb*

││ *PtrDeb* = *PtrNouv*

│└──

└──

#### Ajout en fin de liste

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrées : les informations concernant le nouvel abonné ;
  + Sortie : aucune.
* Diagramme
  + Opérations : Allocation, obtention et chaînage;
  + Variables : PtrDeb, PtrNouv, Ptr, PtrSauv ;
  + Initialisation : aucune ;
  + Diagramme d'actions : AjoutFin.

┌─\* AjoutFin

│

│

│ *PtrNouv* = adresse d’un nouveau chaînon

│ (allocation de l'emplacement par le système)

│

│┌─ **if** **(***PtrNouv* = NULL**)**

││

││**Sortir** " Mémoire insuffisante !"

│├─ **else**

││

││ **Sortir** " Entrer le numéro de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NumAbon*

││

││ **Sortir** " Entrer le nom de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NomAbon*

││

││ **Sortir** " Entrer la nationnalit de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NatAbon*

││

││ *PtrNouv🡪PtrSuiv* = NULL

││

││┌─ **if** **(***PtrDeb* = NULL**)**

│││

│││ *PtrDeb* = *PtrNouv*

│││

││├─ **else**

│││

│││ *Ptr*  = *PtrDeb*

│││╔═ **do while** **(***Ptr* ≠ NULL**)**

│││║

│││║ *PtrSauv* = *Ptr*

│││║ *Ptr* = *Ptr🡪PtrSuiv*

│││╙─

│││ *PtrSauv🡪PtrSuiv* = *PtrNouv*

││└──

│└──

└──

#### Ajout dans la liste

┌─\* AjoutDans

│

│

│ *PtrNouv* = adresse d’un nouveau chaînon

│ (allocation de l'emplacement par le système)

│

│┌─ **if** **(***PtrNouv* = NULL**)**

││

││**Sortir** " Mémoire insuffisante !"

│├─ **else**

││

││ **Sortir** " Entrer le numéro de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NumAbon*

││

││ **Sortir** " Entrer le nom de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NomAbon*

││

││ **Sortir** " Entrer la nationnalit de l'abonné : "

││ **Obtenir** *PtrNouv 🡪NatAbon*

││

││

││ *Ptr* = *PtrDeb*

││╔═ **do while** **(***Ptr* ≠ NULL **AND** *PtrNouv🡪NumAbon*> *Ptr🡪NumAbon***)**

││║

││║ *PtrSauv* = *Ptr*

││║ *Ptr* = *Ptr🡪PtrSuiv*

││╙─

││

││

││

││

││

On utilise ce type d'insertion lorsqu'il s'agit d'une liste triée.

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrées : les informations concernant le nouvel abonné ;
  + Sortie : aucune.
* Diagramme
  + Opérations : Allocation, obtention et chaînage;
  + Variables : PtrDeb, PtrNouv, Ptr, PtrSauv ;
  + Initialisation : aucune ;
  + Diagramme d'actions : AjoutDans.

**OU**

││

││

││┌─ if (PtrDeb = NULL)

│││

│││ PtrNouv🡪PtrSuiv = NULL

│││ PtrDeb = PtrNouv

│││

││├─ else

│││

│││┌─ if (Ptr = PtrDeb )

││││

││││ PtrNouv🡪PtrSuiv = PtrDeb

││││ PtrDeb = PtrNouv

││││

│││├─ else

││││

││││┌─ if (Ptr = NULL)

│││││

│││││ PtrSauv🡪PtrSuiv = PtrNouv

│││││ PtrNouv🡪PtrSuiv = NULL

│││││

││││├─ else

│││││

│││││ PtrSauv🡪PtrSuiv = PtrNouv

│││││ PtrNouv🡪PtrSuiv = Ptr

││││└──

│││└──

││└──

│└──

└──

### Suppression d’un élément de la liste

*Exemple :* Soit une liste chaînée d'abonnés non triée dont le pointeur de début est *PtrDeb*, écrire le diagramme d’actions qui permet de supprimer un abonné dont le numéro, *NumAbonLu*, a été entré par l'utilisateur au clavier.

* Observation
  + Donnée : le pointeur de début de la liste ;
  + Entrée : le numéro de l’abonné recherché ;
  + Sortie : aucune.
* Diagramme
* Opérations : Recherche, chaînage, libération;
* Variables : *NumAbonLu*, *PtrDeb*, *Ptr*, *PtrSauv* ;
* Initialisation : aucune ;
* Diagramme d'actions : Suppression.

┌─\* Suppression

│

│┌─ **if** **(***PtrDeb* = NULL**)**

││

││ **Sortir** "Liste vide !"

│├─ **else**

││

││ *Ptr*  = *PtrDeb*

││╔═ **do while** **(***Ptr* ≠ NULL **AND** *Ptr🡪NumAbon* ≠ *NumAbonLu***)**

││║

││║ *PtrSauv* = *Ptr*

││║ *Ptr* = *Ptr🡪PtrSuiv*

││╙─

││┌─ **if (***Ptr*= NULL**)**

│││

│││ **Sortir** "Elément absent !"

││├─ **else**

│││

│││┌─ **if** **(***Ptr* = *PtrDeb***)**

││││

││││ *PtrDeb = PtrDeb🡪PtrSuiv*

│││├─ **else**

││││

││││ *PtrSauv🡪PtrSuiv* = *Ptr🡪PtrSuiv*

│││└──

││└──

││ **Libérer** *Ptr*

│└──

└──

### Comptage du nombre d’éléments de la liste

*Exemple :* Soit une liste chaînée d'abonnés, triée ou non, dont le pointeur de début est *PtrDeb*, écrire le diagramme d’actions qui permet de compter le nombre d'abonnés de cette liste.

* Observation
  + Données : le pointeur de début de la liste ;
  + Entrée : aucune ;
  + Sortie : aucune.
* Diagramme
  + Opérations : Comptage ;
  + Variables : *PtrDeb*, *Ptr*, *Cpt* ;
  + Initialisation : aucune ;
  + Diagramme d'actions : Comptage.

┌─\* Comptage

│

│ *Ptr*  = *PtrDeb*

│ *Cpt*  = 0

│╔═ **do while** **(***Ptr* ≠ NULL**)**

│║

│║ *Cpt++*

│║ *Ptr* = *Ptr🡪PtrSuiv*

│╙─

└──

# Les Arbres

## Pourquoi des arbres ?

Une fois de plus, il s'agit de présenter une nouvelle manière d'organiser les données, afin de permettre un traitement automatique de ces dernières plus efficace et rapide. Le fait d'utiliser une organisation de données appropriée à un traitement peut comme il a déjà été signalé au chapitre précédent diminuer de manière significative la complexité d'une application.

Dans le cadre de ce cours, les organisations de données **séquentielles** ont déjà été abordées. Elles permettent de ranger des objets dans un ordre arbitraire. Parmi celles-ci, on retrouve les **tableaux**, les **piles** et les **files**, ainsi que les **listes chaînées**.

Une nouvelle technique consiste en l'organisation des données en mémoire de manière logique et hiérarchisée. Cela permet une consultation des informations plus rapide et une manipulation des données plus facile. Cette technique ne fait plus partie des organisations de données séquentielles, mais est considérée comme une organisation de données **récursive**.

## Quelques notions de la théorie des graphes

### Définition

**Graphe** Un graphe est un ensemble fini ou dénombrable de nœuds reliés par des arcs (graphe orienté) ou des arêtes (graphe non orienté).

Graphiquement, les sommets sont représentés par des points et les arêtes par des lignes reliant ces points.

**Graphe orienté** Un graphe orienté est un graphe dans lequel une direction est associée à chaque arc. Ceci permet de distinguer les deux extrémités de l'arc, l'une étant l'extrémité initiale et l'autre l'extrémité terminale.

Graphiquement, la direction de l'arc est représentée par une flèche orientée vers l'extrémité terminale.

**Graphe**

x3

x7

x1

x5

x2

x6

x4
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u7

u4

u8
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**Graphe orienté**
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u4
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*Exemples :*

**Chemin** **Suite d'arcs** telle que l'extrémité terminale d'un arc est l'origine du suivant.

*Exemple :* Les arcs u2, u5, u7 et u4 forment un chemin.

**Arbre** Un arbre est un **graphe** tel que, pour aller d'un nœud à l'autre, on ne peut passer que par un seul chemin.

C'est donc un ensemble **fini d’éléments appelés nœuds**, organisé de manière hiérarchique. Deux nœuds sont **reliés par un arc**.

*Exemple :*

x1

x2

x5

x7

x4

x10

x9

x8

x6

x11

x3

**Nœud** Un nœud peut être père ou fils :

* + - un nœud fils ou **descendant** est un nœud situé immédiatement après un nœud ;
    - un nœud père ou **ascendant** est un nœud situé immédiatement avant un nœud.

**Arc** Un arc relie deux nœuds.

**Racine** La racine est le nœud ascendant de tous les nœuds de l'arbre.

*Exemple :* x1 est la racine du graphe.

**Sous-arbre** Les nœuds autres que la racine sont partitionnés en ensembles disjoints qui sont eux-mêmes des arbres. On les appelle sous-arbres de la racine.

**Feuille** Nœud qui n'est l'origine d'aucun arc. Il s'agit donc d'un nœud sans fils.

*Exemple :* x4, x8, x9, x10 et x11 sont les feuilles de l'arbre.

**Branche** Tout chemin allant de la racine à une feuille.

**Écart** Longueur du plus court chemin entre deux nœuds.

*Exemple :* L'écart entre x1 et x4 est de 2.

### Caractéristiques d'un arbre

Un arbre est notamment caractérisé par les trois éléments suivants :

* sa **taille**  le nombre de ses nœuds ;
* sa **hauteur**  la longueur de sa branche la plus longue ;
* son **degré**  le degré maximum de ses nœuds = nombre de fils possibles. *Exemple :* arbre binaire = 2, tertiaire = 3, n-aire = n.

## Exercice introductif sur les arbres

Racine :

Fils de A :

Père de I, J et K :

Branche la plus longue :

Feuilles :

Sous-arbres de :

A

C

F

Degré des nœuds :

A =

F =

H =

## Arbre binaire

### Définition

Un arbre binaire est un arbre dont chaque nœud possède au maximum deux descendants directs :

* Le fils gauche;
* Le fils droit.

*Exemples :*

### Représentation en mémoire

Un nœud se représente comme suit :

PGche

Données

PDrt

L’arbre binaire précédent est représenté en mémoire par le schéma suivant :

Racine

PGche

L

PDrt

PGche

O

PDrt

PGche

F

PDrt

PGche

T

PDrt

PGche

J

PDrt

PGche

B

PDrt

PGche

R

PDrt

PGche

C

PDrt

PGche

A

PDrt

## Arbre binaire de recherche

### Définition

Un arbre binaire de recherche est un arbre binaire dont chaque élément est composé d’un champ de données particulier qui permet d'identifier le nœud. Ce champ est appelé la **clé d’identification du nœud**.

La clé d’un nœud permet d’organiser l’arbre de telle sorte que :

* La clé est **supérieure à toutes celles de ses descendants de gauche** ;
* La clé est **inférieure à toutes celles de ses descendants de droite**.

*Exemple :*

### Représentation en mémoire

Un nœud se représente comme suit :

PGche

***Clé***

Données

PDrt

L’arbre binaire de recherche précédent est représenté en mémoire par le schéma suivant :

Racine

PGche

***25***

L

PDrt

PGche

***20***

F

PDrt

PGche

***36***

O

PDrt

PGche

***10***

B

PDrt

PGche

***23***

J

PDrt

PGche

***3***

A

PDrt

PGche

***17***

C

PDrt

PGche

***58***

T

PDrt

PGche

***42***

R

PDrt

💣 A partir d'ici, ce chapitre ne traitera que des **arbres binaires de recherche**.

## Notations

Par convention, on utilise, comme pointeurs, les noms de variable suivants :

* **Ptr** variable contenant l’adresse du nœud courant ;
* **Racine** variable contenant l’adresse du nœud racine ;
* **Ptr🡪PGche** variable contenant l’adresse du fils gauche ;
* **Ptr🡪PDrt** variable contenant l’adresse du fils droit ;
* **Ptr🡪Données** permet d’accéder au contenu des données ;
* **PtrNouv** variable contenant l’adresse d'un nouveau nœud.

## Opérations

Les opérations pouvant être réalisées sur les arbres sont les suivantes :

* Placement sur la racine ;
* Vérification de l’arbre (vide ou non) ;
* **Recherche** d'un élément de l'arbre ;
* **Ajout** d'un élément dans l'arbre ;
* **Suppression** d'un élément de l'arbre ;
* **Parcours** de l'arbre ;
* **Comptage** du nombre d'éléments de l'arbre.

## Exemples d'utilisation

### Dans la vie quotidienne

Il existe de nombreux exemples d'utilisation des arbres dans la vie quotidienne, dont :

* Les arbres généalogiques ;
* Les tableaux de tournoi ;
* Les organigrammes de société.

### En informatique

La gestion des fichiers par un système d'exploitation se fait de manière hiérarchique, et ce, en utilisant les arbres. En effet, à la base de l'arborescence se trouve un répertoire appelé la racine. Ce répertoire peut contenir des fichiers et des répertoires, qui eux-mêmes peuvent contenir la même chose. Si les fichiers et les répertoires sont placés de manière cohérente, la recherche de fichier est relativement aisée et rapide. C'est le cas grâce à cette structuration sous forme d'arbre.

Lorsqu'on utilise une application, il est fréquent que celle-ci permette l'ouverture de nouvelles fenêtres afin de permettre la visualisation de certaines informations. Cependant, comme lorsqu'on fait appel à un module à partir d'un autre, il faut garder les informations concernant la fenêtre dont on vient. Pour cela, le système d'exploitation utilise une technologie basée sur l'arborescence.

## Manipulation des arbres

Comme pour les listes chaînées, les nœuds d'un arbre ne sont pas nécessairement placés consécutivement en mémoire. Ils peuvent être disséminés un peu partout. On utilise donc à nouveau les instructions permettant d’allouer un espace mémoire de manière dynamique pour l’ajout de nouveaux nœuds. On a également recours à l'instruction qui permet de libérer cet espace lors de la suppression d'un nœud.

On accède aux éléments de l'arbre en passant d'un nœud à l'autre via le pointeur vers le fils droit – ***Ptr🡪PtrDrt*** – ou le fils gauche – ***Ptr🡪PtrGche*** – du nœud courant – ***Ptr*** –, et ce, à partir de la racine de l'arbre – ***Racine***.

Ci-après se trouvent les différents diagrammes d'actions qui permettent de réaliser les principales opérations sur les arbres :

* **Recherche** d'un élément de l'arbre ;
* **Ajout** d'un élément dans l'arbre ;
* **Suppression** d'un élément de l'arbre.

Ces trois diagrammes d'actions sont réalisés sur base d'un énoncé commun décrit au point suivant. Il est important de noter que ces diagrammes d'actions n'utilisent **pas le principe de la récursivité**.

### Énoncé commun

On désire permettre la gestion des inscriptions à une *newsletter*.

Lors de l'inscription, chaque abonné doit encoder les informations qui le concernent, c’est-à-dire :

* son numéro d'abonné ;
* son nom ;
* sa nationalité.

Chaque nœud de la liste représente donc un abonné.

La **structure** d'un nœud est : La **représentation graphique** d'un nœud est :

***PtrGche***

NumAbon

NomAbon

NatAbon

***PtrDrt***

Skieur

***PtrGche***

NumAbon

NomAbon

NatAbon

***PtrDrt***

### Recherche d’un élément

*Exemple :*

Soit un arbre d'abonnés, dont le pointeur de début est *Racine*, écrire le diagramme d’actions qui permet de rechercher un abonné dont le numéro, NumAbonLu, a été entré par l'utilisateur au clavier. On demande d'afficher un message de réussite ou d'échec.

* Observation
  + Donnée: la racine ;
  + Entrée : le numéro de l'abonné recherché ;
  + Sortie : message de réussite ou d'échec.
* Diagramme
  + Opération : recherche dans un arbre ;
  + Variables : RacineSki, NumAbonLu, Ptr ;
  + Initialisation : *Ptr* = *RacineSki* ;
  + Diagramme d'actions : Recherche.

┌─\* Recherche

│

│ *Ptr = Racine*

│

│╔═ **do while** **(** (*Ptr* ≠ NULL) **AND** (*NumAbonLu* ≠ *Ptr🡪*NumAbon) **)**

│║

│║┌─ **if** **(***NumAbonLu* < *Ptr🡪*NumAbon**)**

│║│

│║│ *Ptr* = *Ptr🡪 PtrGche*

│║├─ **else**

│║│

│║│ *Ptr = Ptr🡪 PtrDrt*

│║└──

│╙─

│┌─ **if** **(***Ptr = NULL***)**

││

││ Sortir "Absent”

│├─ **else**

││

││Sortir "Présent”

│└──

└──

### Ajout d’un élément

*Exemple :*

Soit un arbre d'abonnés, dont le pointeur de début est Racine, écrire le diagramme d’actions qui permet d'ajouter un abonné dans l'arbre.

* Observation
  + Donnée : la racine ;
  + Entrée : les informations concernant l'abonné à ajouter ;
  + Sortie : aucune.
* Diagramme

### Suppression d’un élément

*Exemple :*

Soit un arbre d'abonnés, dont le pointeur de début est Racine, écrire le diagramme d’actions qui permet de supprimer un abonné dont le numéro, *NumAbonLu*, a été entré par l'utilisateur au clavier.

* Observation
  + Donnée : la racine ;
  + Entrée : le numéro de l'abonné à supprimer ;
  + Sortie : aucune.
* Diagramme

## Parcours

### Introduction

Après avoir étudié les trois algorithmes permettant la manipulation des élément d'un arbre, il est nécessaire de bien comprendre la manière dont ceux-ci sont traités en général. Il s'agit donc de déterminer comment parcourir un arbre binaire de recherche.

### Récursivité

Le parcours d'un arbre binaire de recherche peut se fait de manière itérative, mais la façon la plus rapide et efficace de le faire est d'utiliser un **algorithme récursif**.

Un **algorithme récursif** est un algorithme **qui s'appelle lui-même**.

La récursivité est un domaine très intéressant de l'informatique, un peu abstrait, mais très élégant ; elle permet de résoudre certains problèmes d'une manière très rapide, alors que les résoudre de manière itérative prendrait beaucoup plus de temps et de structures de données intermédiaires.

La récursivité utilise toujours la pile du programme en cours (voir pile d'appel chapitre 6 point 6.3.4.). Pour rappel, supposons que l’on soit dans un module Mod1 dans lequel nous avons des variables locales, et que, dans ce module, nous faisions appel à un module Mod2 ; afin de pouvoir continuer l'exécution du Mod1 après avoir fini Mod2, il faut stocker quelque part les variables de Mod1 ; c'est le rôle de la pile d'appel. Tout ceci est géré de façon transparente pour l'utilisateur. Dans un algorithme récursif, toutes les variables locales sont stockées dans la pile d'appel, et empilées autant de fois qu'il y a d'appels récursifs. Donc la pile se remplit progressivement. Ensuite, les variables sont désempilées.

Un algorithme récursif comporte un module qui s'appelle lui-même, alors qu'une procédure non récursive ne comporte que des appels à d'autres modules.

Tout algorithme récursif comporte une instruction (ou un bloc d'instructions) nommée "point terminal" ou "point d'appui" ou "point d'arrêt", qui indique que le reste des instructions ne doit plus être exécuté. Ce point est atteint lorsque les paramètres de l'appel récursif, étant changés à chaque fois, l'ordinateur rencontre un ensemble de paramètres vérifiant le test d'arrêt, et que le module récursif atteint le "fond" (point terminal). Le fait de ne rien changer dans les paramètres impliquerait que l'ordinateur effectuerait un appel infini à ce module, ce qui se traduirait en réalité par un débordement de pile et l’arrêt de l'exécution de l'algorithme en cours. Ensuite, lorsque le point d'arrêt est atteint, les paramètres ainsi que les variables locales sont désempilées au fur et à mesure qu'on remonte les niveaux.

### Parcours d'un arbre binaire de recherche

Il existe trois manières de parcourir un arbre :

* Parcours préfixe (pré-ordre) : Racine – Gauche – Droite ;
* Parcours suffixe (post-ordre) : Gauche – Droite – Racine ;
* Parcours Infixe (in-odre) : Gauche – Racine –Droite ;

#### Parcours préfixe

On commence à la Racine, on parcourt l’arbre en visitant tous les nœuds dans le sens contraire des aiguilles d’une montre.

On n’affiche les nœuds que lors de leur première visite.

*Exercice :*

* Parcours :
* Affichage :

#### Parcours suffixe

On commence à la Racine, on parcourt l’arbre en visitant tous les nœuds dans le sens contraire des aiguilles d’une montre.

On affiche les nœuds que lors de leur dernière visite.

*Exercice :*

* Parcours :
* Affichage :

#### Parcours infixe

On commence à la Racine, on parcourt l’arbre en visitant tous les nœuds dans le sens contraire des aiguilles d’une montre.

On affiche l’arbre aplati, la racine apparaît entre les fils (c'est-à-dire par ordre croissant).

*Exercice :*

* Parcours :
* Affichage :

### Algorithme récursif du parcours infixe

┌─\* Parcours

│

│

│

└──

Parcours Infixe

↓ Racine

Parcours Infixe

↓ Ptr

┌─\* Parcours Infixe

│

│┌─ **if** **(***Ptr* ≠ NULL**)**

││

││

││

││Sortir Ptr🡪Donnée

││

││

││

│└──

└──

Parcours Infixe

↓ Ptr🡪PtrGche

Parcours Infixe

↓ Ptr🡪PtrDrt

# Conclusion

Ce syllabus constitue une introduction aux principes de bases de la programmation. Il aborde les diverses structures de données fréquemment utilisées ainsi que la manière de les manipuler.

En effet, le chapitre 1 a permis d'introduit le cours en décrivant ce qu'est la programmation, ainsi qu'en définissant la notion incontournable de variable.

Le chapitre 2 a permis de faire les premiers pas en présentant les différents cas d'alternatives. La rédaction d'une condition a également fait l'objet d'une analyse particulière.

Ensuite, un tour complet de la notion de répétitive a été réalisé au chapitre 3.

Les structures de contrôle étant maîtrisées, il était question, au chapitre 4, d'une première structure de données plus élaborée : les tableaux à simple indice. Un détour y a également été fait concernant les modules, afin de mieux structurer les algorithmes.

Pour pouvoir utiliser cette structure de données de manière efficace, le chapitre 5 a présenté diverses méthodes de tri.

Le chapitre 6 a permis de comprendre comment utiliser la notion de fichier en programmation.

Les piles et les files, deux exemples d'utilisation des tableaux à simple indices, ont été décrites au chapitre 7.

Les structures de bases ayant été vues, aussi bien au niveau des données qu'au niveau du contrôle du traitement de celles-ci, la première structure complexe a été abordée au chapitre 8 : les tableaux à double indice.

Le chapitre 9 a donné un aperçu complet de ce que sont les listes chaînées en passant par la notion de pointeur.

Enfin, le chapitre 10 cloture le cours en traitant des arbres ainsi que de la récursivité.

Il est cependant important de rappeler aux lecteurs que la programmation est un savoir procédural. La lecture de ce document ne suffit donc pas à sa maîtrise. Il est nécessaire de réaliser en parallèle des exercices visant à mettre en pratique les notions qui y sont abordées afin que ce savoir procédural devienne un savoir -faire.

Enfin, je tiens à remercier les personnes qui ont participé à la rédaction de ce syllabus par leur soutien et leurs relectures fréquentes : **Chantal Bertrand**, **Christine Charlier**, **Isabelle Charlier**, **Corinne Derwa**, **Natalie Dheur**, **Christiane Glime**, etc.
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