### Project 1: Report

In the first case, when the max window size is limited to 2000 we can see that the goodput obtained is also constrained by the window size. Some flows receive fair service while some of them suffer due to dropped packets. Specifically, the flows with the smaller start time have a greater goodput, this is possibly because of the fact that packets from the other flows might be dropped frequently.

### Effect of SEgment Size on the goodput:

We see that the queue size is large and the window size is small, this means that there is a small stream of packets from all the flows which are queued and serviced fairly. The average goodput is uniform over all flows.

The segment size affects the goodput because a larger segment size would mean that the overhead of attaching a TCP header to the packets would be reduced, because the packets are larger, and hence throughput increases slightly. In addition, TCP Tahoe tends to enter the ‘Slow Start’ phase a lot of times during retransmissions and hence the window size drops to 1xMSS (maximum segment size). Thus we see that the flows that have slightly better segment sizes have slightly better goodputs on average.

* Sometimes, the increase in segment size can be detrimental to the throughput, i.e. when the capacity of the link reduces and large packets cannot go through, so care has to be taken to set the segment size in such a way that it would be beneficial to network performance.

### Effect of Queue Size on the goodput:

In the case of the queue size being equal to the window size, the goodput is higher, on average for all flows. All flows are getting serviced fairly and equally on average. This might be because the queue is buffering exactly the right amount and there is no loss of packets from each of the flows. There still seem to be certain odd cases where there are peaks and drops but the average performance is evidently better than the other cases.

In the case of the queue size being much larger, we see that it results in unfairness and poor performance amongst all the flows. This might be due to the fact that certain flows flood the queue and certain flows are not being served at all. This causes a large queueing delay to build up in the other flows and hence causes heavy **loss in goodput in particular flows** when viewed over a short timespan like 10 seconds, hence short term fairness is not present.

### Effect of Window Size on the goodput:

This is the case of a single flow in the case of the **queue size being fixed at 64000**. It is clear that window size is directly proportional to the goodput.
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