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Introduction

As large language models (LLMs) continue redefining the landscape of natural language processing (NLP), their ability to generate high-quality text embedders has recently been discovered. LLM2VEC leverages the contextual representations of LLMs to generate these high quality embedders which can be used to embed text into dense vector spaces. This offers a promising alternative to traditional retrieval methods, especially in domains where semantic similarity is more meaningful than lexical overlap, like information retrieval (IR).

Technical documents like device manuals pose a unique challenge for information retrieval. They are highly structured, filled with jargon, and very specific to their respective devices. Effective information retrieval requires understanding both context and intent, which general LLMs may not capture as accurately as fine-tuned models. Because of this, domain specific fine-tuning has the potential to significantly improve relevance and accuracy of IR.

This paper explores the use of LLM2VEC to create a text-embedding based retrieval system for device manuals. We compare the results of IR from two different text embedders generated from the same base LLM: one being fine tuned on a corpus of device manuals and one being untouched. By analyzing the effectiveness of each model in IR, we aim to answer a specific question: Does fine-tuning significantly improve the quality of LLM2VEC generated text-embedders for domain-specific retrieval tasks?

Literature Review

Using LLMs for search is not a new idea. The possibility for IR with LLMs has garnered significant attention. Xiong (2024) discusses using search data as training material for LLMs to enhance their contextual understanding and performance. Soviero (2024) investigated LLMs searching abilities by using ChatGPT to perform searches on e-commerce data, which resulted in a high level of agreement between the LLM’s results and the human provided annotations.

Evaluating the performance of LLMs across different domains is critical for understanding how applicable they are to IR. Jairath (2025) compared the search capabilities of different LLMs concerning surgical inquiries, which provides some insights into their effectiveness in specialized fields.

Fine-tuning LLMs involves adapting pre-trained models to specific domains in order to enhance their performance, and has been done with both supervised and unsupervised data. Pre-training on unsupervised data is of particular interest for this paper. Karlsen (2024) demonstrated using unsupervised learning on log files in order to distinguish between anomalous and regular log files. We suspect training on unsupervised data will improve the results of IR with regards to specific domains such as device manuals.

Generating effective text embeddings is of central importance with regards to IR. Li (2023) compared three different types of embeddings for semantic text similarity in the context of recommending educational content. Their study provided valuable methodologies and results pertinent to the use of LLM-generated embeddings. Additionally, Mohammed (2021) offered a comprehensive survey on semantic similarity techniques for document clustering, utilizing models like GloVe and density based algorithms.

Perhaps the most important and recent research involves generating embedders from LLMs. Behhnam-Ghader (2024) outlines how effective LLMs can be for generating text embedders suitable for IR. The effectiveness of LLM2Vec has been demonstrated across multiple models and achieved state-of-the-art performance on benchmarks like Massive Text Embeddings Benchmark (MTEB).

Methodology

We conducted a series of experiments in order to evaluate the effect of domain-specific fine tuning on the performance of the embedder generated from LLM2VEC. The main goal was determining if fine-tuning the model before generating an embedder improved the embedder's performance in IR tasks in the same domain-specific area.

A dataset of device manuals was sourced from a public online repository (link). These documents contained technical information, guides, and troubleshooting instructions across a wide variety of different devices. The data was reviewed for completeness and preprocessed before fine-tuning. The preprocessing removed non-english words and unrecognizable symbols.

Model Fine-Tuning

We selected a small-sized variant of the LLaMa (Large Language Model Meta AI) model as our base model. We fine tuned this model on around 8,000 manuals and compared the performance of the model versus the base model. The fine-tuning process was done in an unsupervised fashion.

Once the model was fine-tuned, we generated a text embedder from the tuned and untuned small LLaMa models. We also generated an embedder from the medium-sized LLaMa model. These embedders served as the basis for subsequent IR experiments.

Two sets of information were designed. The first set was prompts and answers from manuals used in the fine-tuning process. The second set was prompts and answers from manuals not included in fine-tuning. The performance of the models was based on the top-n accuracy of the models when matching the prompts to the answers.

Results

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Tuned | Small | Medium |
| Top-1 | 70% | 70% | 100% |
| Top-2 | 70% | 70% | 100% |
| Top-3 | 80% | 70% | 100% |
| Top-4 | 90% | 70% | 100% |
| Top-5 | 90% | 80% | 100% |

Results for dataset 1

|  |  |  |  |
| --- | --- | --- | --- |
| Accuracy | Tuned | Small | Medium |
| Top-1 | 66.7% | 80% | 93.3% |
| Top-2 | 86.7% | 86.7% | 100% |
| Top-3 | 93.3% | 100% | 100% |
| Top-4 | 93.3% | 100% | 100% |
| Top-5 | 93.3% | 100% | 100% |

Results for dataset 2

Discussion

Two datasets of prompt-answer pairs were used to evaluate model performance: one drawn from data included in the fine-tuning process (Dataset 1), and one from entirely unseen data (Dataset 2). Dataset 1 contained 15 pairs, while Dataset 2 included 10. On Dataset 1, the fine-tuned embedder performed significantly worse than the non-fine-tuned version across both models. However, it showed a slight improvement over the non-fine-tuned embedder on Dataset 2. Given the small sample sizes and inconsistent performance, no definitive conclusions can be drawn from these results.
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