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**Abstract**

We introduce GeLSA (GPU-accelerated Local Similarity Analysis), a parallel computing method designed to enhance local similarity analysis (LSA) of time series data in microbiome and environmental sciences. GeLSA improves computational efficiency by approximately 144-fold over eLSA, previously the most efficient implementation of LSA, on GPU machines. This performance boost is due to a newly designed memory-efficient and parallel algorithm, enabling large-scale data processing in a shorter time frame by leveraging modern multi-core CPU/GPU architectures. GeLSA also accelerates LSA’s methodological variants, including local trend analysis (LTA), permutation-based MBBLSA, and theory-based DDLSA and STLTA algorithms. GeLSA maintains the accuracy of traditional methods while significantly enhancing efficiency and speed, as demonstrated in extensive benchmarks. Applied to a 72-hour hourly microbiome series involving nearly thousands of microbial ASVs, GeLSA revealed intriguing dynamic co-occurrence networks of marine phytoplankton, bacteria, and viruses in Shenzhen’s Daya Bay. We expect GeLSA to be a valuable tool for biological time series data analysis and have made it freely available for academic use at: http://github.com/labxscut/gelsa.
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**Introduction**

In biological and environmental sciences, understanding the interactions among multiple factors and their impacts on ecological or biological systems is essential. Sequential measurement in time series serves as an effective method to capture these interactions over time. Traditionally, interactions were primarily detected using approaches based on the global correlation of pairwise factors over the entire time interval, such as Pearson or Spearman’s correlation. However, real biological or environmental data often exhibit more complex relationships and dynamic changes, including local and time-delayed correlations, as observed in various fields such as microbiology [1-4], molecular biology [5,6], and functional neuroscience [7,8]. Consequently, methods based on global similarity analysis may fail to detect these nuanced relationships.

To address the limitations of global correlation methods, local similarity analysis (LSA) has been introduced [10-13]. LSA is a local alignment method that identifies the best local alignment configuration between two given time series within a maximum delay restriction, thereby detecting paired local and potentially delayed correlations. LSA has been further extended to local trend analysis (LTA) [14-16], which identifies local patterns in direction-of-change series.

Due to its explainability and effectiveness, LSA has become widely used in many fields and has undergone significant theoretical and practical improvements. Qian et al. initially proposed the LSA method for gene expression analysis [10], which was later adapted for molecular fingerprint data by Ruan et al. [13] and metagenomics data by Xia et al. [12]. Major methodological advances in LSA include eLSA, a fast C++ implementation allowing for replicates [12], and statistical theories for p-value approximation [11,9], which were added to eLSA. More recent improvements, such as moving block bootstrap LSA (MBBLSA) [17] and data-driven LSA (DDLSA) [18] were developed for dependent background models, and have not yet been included in eLSA. Developments in LTA include Xia et al.'s theoretical approximation of the statistical significance of LTA [16], which was recently refined by Shan et al. with steady-state theory local trend analysis (STLTA) for dependent backgrounds [19], which has also not yet been implemented in eLSA.

In recent years, the scale and depth of sequencing-based datasets have expanded exponentially, as has the size of multi-omics time series. This trend has generated an urgent need for more efficient and scalable LSA tools. eLSA was the most efficient implementation, allowing pairwise analysis of hundreds to thousands of factors in a day, depending on the series length. Specifically, eLSA reaches its daily analytical limit on a personal computer at roughly a hundred factors when the series length is short (<20) and permutation is required, and around two thousand factors when the series length is longer (≥20) and theoretically approximated p-values are sufficient. Both limits are now routinely challenged by current metagenomics datasets, which characterize complex biological and environmental systems where interactions among factors need to be captured with high precision. This necessitates the development of faster and more scalable LSA tools.

To address these challenges, we propose GeLSA, a parallel computing method designed to accelerate the local similarity analysis of time series data. This method leverages the fast-growing multi-core capacity of modern CPUs and GPUs [20-22] to optimize the computation process through parallelization and optimization of the LSA computing core, significantly reducing the time and space complexity of computations. By utilizing these advanced multi-core architectures, GeLSA enhances the efficiency and accuracy of time series data analysis, achieving approximately 144-fold acceleration on GPU machines compared to traditional single-core eLSA. Specifically, GeLSA can analyze short series of approximately 1,000 factors and long series of approximately 10,000 factors daily using a GPU-equipped PC, significantly expanding the analytical capacity for real-world tasks. Moreover, GeLSA integrates an expanded set of LSA algorithm variants, including MBBLSA, DDLSA, and STLTA [17-19], enabling effective analysis of autocorrelated and Markovian background time series data. This provides researchers with a powerful tool to uncover dynamic interactions in complex biological and environmental systems.

**Materials and methods**

**A parallelized multi-core LSA algorithm**

We designed the new GeLSA algorithm (Alg.1). The main difference between GeLSA and eLSA (the original LSA algorithm as used in eLSA) is that xxx. (GeLSA): Utilizes parallel computing methods and optimizes the LSA computing core to leverage the multi-core capacities of modern CPUs and GPUs, significantly reducing time and space complexity. AlgB (LSA): Employs traditional dynamic programming without explicit parallelization optimizations.

In theory, for a pair of time series data, the new LSA algorithm, compared to the traditional LSA algorithm, reduces the spatial complexity from 3 \* n^2 to (2D+1) \* n, where D is the time series offset, n is the length of the time series, and D is much smaller than n.

To take advantage of GPU computing cores, we redesign the traditional LSA algorithm based on GPU architecture.The time complexity of GeLSA is O(T), while the time complexity of LSA is O(t\*m^2), where T is the time complexity of new LSA, and t is the time complexity of LSA, m is the number of time series.

**Simulation Studies and Real Datasets**

To evaluate the runtime efficiency of the GeLSA software, we conducted analysis computations by using both GeLSA and the eLSA software on the same simulated dataset. We compared the runtime of these two software packages and generated 8 performance comparison graphs.

Firstly, for given (n, m) parameters, we generated n pairs of independent and identically distributed standard normal random variable pairs (Xi, Yi), where each pair represents observations on the time series, and each time series has a length of m. Xi and Yi are mutually independent.

Next, on one hand, keeping the number of data points (m) fixed, we varied the number of data points (n) and conducted experiments to obtain the runtime of both software packages as the length of the time series data changed; on the other hand, keeping the number of data points (n) fixed, we varied the number of data points (m) and conducted experiments to obtain the runtime of both software packages as the number of the time series data changed. Each experiment generated a simulated dataset, and the corresponding runtime was got. Under this comparison method, we obtained the runtime of both software packages theoretically (GeLSA theo, DDLSA, STLTA, and eLSA theo) and experimentally (GeLSA perm, MBBLSA, and eLSA perm). Each algorithm was run 5 times on the experimental dataset, and the mean runtime was calculated to obtain a sufficient and reliable amount of data for evaluating the performance of GeLSA and eLSA software.

Finally, based on the runtime of the above software, we plotted line graphs of the runtime to visually demonstrate the performance differences between the two software packages.

We applied the GeLSA method to analyse the Daya Bay dataset. We performed GeLSA calculations on this dataset and then plotted correlation networks based on it.The Daya Bay dataset consists of ASV (Amplicon Sequence Variants) abundance data sampled at high frequency over 72 hours. We selected 400 abundant ASVs from the Daya Bay dataset, with a minimum relative abundance of 1%, covering up to 97.0% of all ASVs. For the time series, we examined time-lagged correlations with delays of (0 hours, 6 hours, 12 hours, 18 hours, 24 hours, and 48 hours). P-value comparisons for local similarity analysis were conducted in supplementary Table S1.

**Results**

**Performance of Computation Core**

The effectiveness of the new designed algorithm are clearly demonstrated through the comparison of runtime graphs(Fig.2).The new designed algorithm achieved better performance both on a single CPU core and on a GPU.

On the one hand, (Fig.2 A), we compared the computational performance of the new LSA algorithm and the traditional LSA on a single CPU core. The experiments show that the new LSA computing core has improved performance compared to the traditional LSA computing core. For example, when m = 1000, new LSA = 6775000s, LSA = 10023300s, the runtime ratio = 1.47; when m = 5000, new LSA = 171716081s, LSA = 253681000s, the runtime ratio = 1.48; and when m = 10000, new LSA = 693567567s, LSA = 1026480000s, the runtime ratio = 1.48.

On the other hand,(Fig.2 B), we compared the computational performance of the traditional LSA with the GeLSA computing core. Theoretically, the GeLSA algorithm has a significant improvement in time complexity compared to the LSA algorithm. The time complexity of GeLSA is O(T), while the time complexity of LSA is O(t\*m^2), where T is the time complexity of new LSA, and t is the time complexity of LSA, m is the number of time series. Meanwhile, the experiments show that the GeLSA computing core has improved performance compared to the traditional LSA computing core. For example, when m = 1000, GeLSA = 69606.25s, LSA = 10023300s, the runtime ratio = 144; when m = 5000, GeLSA = 1761673.61s, LSA = 253681000s, the runtime ratio = 143; when m = 10000, GeLSA = 7128333s, LSA = 1026480000s, the runtime ratio = 144.145.

**Performance Comparation of Softwares**

Overall, it can be clearly seen that each algorithm in GeLSA (MBBLSA, perm, DDLSA and STLTA) exhibits significantly improved efficiency compared to eLSA.

It is evident that the parallel algorithms, which designed based on theoretical formulas, can fully utilize the hardware resources of the computer, resulting in a considerable improvement in runtime efficiency of GeLSA relative to eLSA (Fig.3 A1). For theoretical calculations, there is a substantial reduction in runtime compared to eLSA theo in the same dataset. For example, when m=100, GeLSA theo=13.37s, GeLSA DDLSA=15.54s, while eLSA theo=188.49s, indicating a speedup of 14.09 times. Similarly, conclusive results can be derived from (Fig.3 A2) regarding the LTA theoretical algorithm.

For permutation-based experimental computations, GeLSA also exhibits significantly improved runtime efficiency compared to eLSA, (Fig.3 B1). The computational performance improvement is especially valuable for analyses where theoretical calculations (n<20) are not feasible. Both for autocorrelated time series data (GeLSA MBBLSA) independent and identically distributed time series data (GeLSA perm), there is a substantial reduction in runtime compared to eLSA perm under similar computational loads. For example, when m=10, GeLSA perm=51.67s, GeLSA MBBLSA=125.33s, while eLSA perm=704.16s, indicating a speedup of 13.89 times. Similar conclusions can be drawn from (Fig.3 B2) regarding the LTA permutation algorithm.

Although only the length of the time series data is varied, in (Fig.3 C1), it can be observed that GeLSA significantly outperforms eLSA in theoretical computations, similar to the findings in (Fig.3 A1). For example, when n=20, GeLSA theo=10.75s, GeLSA DDLSA=11.42s, while eLSA theo=164.04s, indicating a speedup of 16.09 times. Similar conclusions can be drawn from subplot C2 regarding the LTA theoretical algorithm. Additionally, it can be observed that the runtime of GeLSA DDLSA is almost identical to GeLSA theo, which is consistent with the findings of Zhang F et al. [18], indicating a negligible difference of 0.12% on average for n=20, 60, and 100.

It is evident that GeLSA significantly outperforms eLSA in permutation algorithm, (Fig.3 D1), similar to the findings in (Fig.3 B1). For example, when n=20, GeLSA perm=384.13s, GeLSA MBBLSA=1957.38s, while eLSA perm=25669.11s, indicating a speedup of 65 times. Similar conclusions can be drawn from subplot D2 regarding the LTA theoretical algorithm. Additionally, it's evident that the runtime of GeLSA MBBLSA is significantly slower than GeLSA perm, consistent with the findings of Zhang F et al. [17], indicating a 1.5 times slower runtime for GeLSA MBBLSA compared to GeLSA perm for n=20, 60, and 100.

**Algorithm Tidely**

We compared the results obtained from running GeLSA and eLSA software using the simulated dataset generated in section 2.2 "Simulation Studies and Real Datasets". The outcomes are presented in (Fig.4). Overall, it is evident from the plots that there is no deviation between the GeLSA's "theo" algorithm and the traditional eLSA software's "theo" algorithm when analyzing a dataset comprising 100 pairs of sequences which generated 4950 pieces of data.

It is clear that, (Fig.4 A), the results of GeLSA(theo) and eLSA(theo) for LS (local similarity) calculations are consistently distributed along the diagonal line, forming a straight line composed of closely aligned points. This suggests that GeLSA performs LS calculations accurately. In (Fig.4 B, C, D), the results of GeLSA(theo) and eLSA(theo) for the starting positions (xs, ys) of local maxima, as well as for the subsequence lengths (len), are consistently distributed along the diagonal lines, forming straight lines composed of closely aligned points. Similarly, in (Fig.4 E), the results of GeLSA(theo) and eLSA(theo) for p-values are consistently distributed along the diagonal line, indicating accurate calculations. This observation is consistent with the conclusion drawn from (Fig.4 A), further corroborating the software's accuracy.In (Fig.4 F), it is evident that this comparative experiment of software performance was conducted with a delay of 0.

**The Daya Bay Time Series Dataset**

In the 72-hour time series data from Daya Bay, potential microbial interactions between phytoplankton and prokaryotes were identified using GeLSA. These interactions include symbiosis, cross-nutrition, competition, parasitism, predation, and allelopathy. It was found that several significant time-lagged correlations (Spearman's |R| > 0.70, P < 0.01) exist between major phytoplankton taxa and specific prokaryotes in the Daya Bay time series. Notably, significant correlations were observed between certain diatoms and members of the Alphaproteobacteria, Gammaproteobacteria and Bacteroidota.

Furthermore, time-lagged correlations were also observed between dominant MGII (Marine Group II) archaea and diatoms such as *Chaetoceros* (Bacillariophyta) and *Gyrodinium* (Dinophyta). These findings provide insights into the interactions between traditional phytoplankton and prokaryotes, offering a higher level of phylogenetic and temporal resolution.

(Fig. 5) illustrates the microbial association network in the 72-hour time series of Daya Bay, showing that the local similarity correlations with time-lags associated with major phytoplankton taxa often involve bacteria and archaea, indicating temporal delays.

**Discussion**

The computational workload, which previously took nearly a month using the traditional eLSA theoretical method, can be completed in just one day by fully leveraging hardware resources with the GeLSA software. It's important to note that the perfromence of software acceleration mainly involve two aspects: the number of data points (m) and the method of calculating p-values. The number of data points determines whether the computer CPU hardware is fully utilized, while the p-value calculation method determines whether the computer GPU hardware is fully utilized. Therefore, when analyzing and optimizing software acceleration effects, it is necessary to consider the influence of both factors.

This advancement significantly enhances the efficiency of data analysis, allowing us to process massive datasets rapidly. This breakthrough accelerates workflow and aids in a deeper understanding and utilization of data. The Python-C++ implementation of GeLSA can be found at <https://github.com/labxscut/GeLSA>.
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**Figure legends**

**Figure 1 Algorithm Demonstration of GeLSA**

**Figure 2 Comparison of Performance on Computational Cores Between GeLSA and eLSA**

**A**. Comparison of computational performance between the new LSA algorithm and traditional LSA on a single CPU core. **B**. Comparison of computational performance between traditional LSA and the GeLSA computing core.

**Figure 3 Overall Software Performance Comparison between GeLSA and eLSA**

There are a total of 8 subgraphs in Figure 3, and the line graph data in each subplot are obtained by averaging the results of 5 experimental tests.

**Figure 4 Comparison of Correctness in Running Results between GeLSA and eLSA**

With the settings were configured as follows: m=100, n=50 and d=0, this figure vividly illustrates that both the local similarity score LS (**A**) and other statistical measures (p\_value, xs, ys, len, delay) (**B**, **C**, **D**, **E**, **F**) show remarkably consistent computational results between GeLSA and eLSA.

**Figure 5 Network Visualization of GeLSA Computation Results on the Daya Bay Dataset**

**Supplementary material**

**Figure S1 Comparison of Correctness in Running Results between GeLSA and eLSA**

This figure vividly illustrates that both the local similarity score LS (**A**) and other statistical measures (p\_value, xs, ys, len, delay) (**B**, **C**, **D**, **E**, **F**) show remarkably consistent computational results between GeLSA and eLSA, with delay = 5.

**Figure S2 Comparison of Correctness in Running Results between GeLSA and eLSA**

This figure vividly illustrates that both the local similarity score LS (**A**) and other statistical measures (p\_value, xs, ys, len, delay) (**B**, **C**, **D**, **E**, **F**) show remarkably consistent computational results between GeLSA and eLSA, with delay = 10.

**Table S1 The result of P-value comparisons for local similarity analysis**

|  |  |  |  |
| --- | --- | --- | --- |
| **source** | **target** | **LS** | **p\_value** |
| ASV1 | ASV7 | 0.763482392 | 0 |
| ASV1 | ASV13 | 0.821513355 | 5.44E-15 |

*Note*: For the Daya Bay dataset with 400 entries, GeLSA was employed for LSA calculations.