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Meeting Logistics

• https://zoom.us/j/556149142

• United States : +1  (646) 558-8656 
-Meeting ID: 556 149 142

https://www.google.com/url?q=https://www.uberconference.com/jeff_ef&sa=D&ust=1479259103165000&usg=AFQjCNEYO0Wzj2p0qCk-_V_c4FNHewUy-w
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Antitrust Policy Notice

• Linux Foundation meetings involve participation by industry competitors, and 
it is the intention of the Linux Foundation to conduct all of its activities in 
accordance with applicable antitrust and competition laws. It is therefore 
extremely important that attendees adhere to meeting agendas, and be 
aware of, and not participate in, any activities that are prohibited under 
applicable US state, federal or foreign antitrust and competition laws.

• Examples of types of actions that are prohibited at Linux Foundation 
meetings and in connection with Linux Foundation activities are described in 
the Linux Foundation Antitrust Policy available at 
http://www.linuxfoundation.org/antitrust-policy. If you have questions about 
these matters, please contact your company counsel, or if you are a member 
of the Linux Foundation, feel free to contact Andrew Updegrove of the firm of 
Gesmer Updegrove LLP, which provides legal counsel to the Linux 
Foundation.
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Agenda

• LF Update
- folks may have heard Jeff E. is no longer our LF program manager
- my understanding is that, for now, send project related business to Todd 

Benzies (tbenzies@linuxfoundation.org)

• CentOS Update
- CentOS 7.6 (1810) was released on Dec 03
- have downloaded and imported aarch64 and x86_64 packages into our OBS 

backend
- working to get ohpc 1.3.7 build area completed leveraging this latest CentOS 

7.6  
- todo: add centos7.6 image as option in our bare-metal CI environment

• ohpc 1.3.7 will use CentOS7.6 for test env (along with SLES 12 SP3)

• OpenBLAS compilation/optimization experiences (Kevin Pedretti, Sandia)
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P R E S E N T E D  B Y

Sandia National Laboratories is a multimission 
laboratory managed and operated by National 
Technology & Engineering Solutions of Sandia, 
LLC, a wholly owned subsidiary of Honeywell 
International Inc., for the U.S. Department of 

Energy’s National Nuclear Security 
Administration under contract DE-NA0003525.

OpenHPC uarch-dependent
packages

Kevin Pedret t i

k tpedre@sandia.gov
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§ Deployed and evaluated OpenHPC on Arm testbed at Sandia
§ 47 compute nodes, dual-socket Cavium ThunderX2 28-core @ 2.0 GHz

§ Identified gaps / issues with respect to our requirements + usage model
§ OpenHPC moves fast, typically provides latest version of a given package
§ E.g., OpenHPC 1.3.5 moved to gcc7.3.0, Sandia validating with gcc7.2.0, need to use that version

§ Difficult to install multiple versions of a given package
§ Installing multiple versions of the same rpm base package name possible, but not common
§ ‘yum upgrade’ breakage

§ Lack of architecture-optimized builds
§ HPL is 4.8x faster when compiled with an OpenBLAS targeting CaviumTX2 vs. OpenHPC OpenBLAS

§ No support for static linking (build recipes actively remove static libraries)
§ Many Sandia users like to build static binaries, ship single binary between machines + networks

§ Hard to rebuild packages due to reliance on Open Build Service

§ Sandia / DOE NNSA Tri-labs is working to address these gaps for our
particular use cases =>

The Astra Arm-based supercomputer at Sandia
is using a software stack derived from OpenHPC



uarch-dependent packages3

§ Modified OHPC_macros to provide uarch-dependent macros
# Default optimization flags are empty
%define ohpc_optflags -fPIC -O3 -g
%define ohpc_optflags_uarch %{nil}

# Autotools dependencies
%if 0%{?ohpc_autotools_dependent} == 1
BuildRequires:  autoconf%{PROJ_DELIM}
BuildRequires:  automake%{PROJ_DELIM}
BuildRequires:  libtool%{PROJ_DELIM}
BuildRequires:  m4
%endif

# Micro-architecture dependencies
%if 0%{?ohpc_uarch_dependent} == 1

# Default case, use lowest-common-denominator 
'generic' target
%{!?uarch: %define uarch generic}

# Default case, no uarch specified
%global UARCH_DELIM %{nil}

# Arm targets
%ifarch aarch64
%if "%{uarch}" == "tx2"
%global UARCH_DELIM -tx2
%global ohpc_optflags_uarch -mtune=thunderx2t99 -mcpu=thunderx2t99
%endif
%endif

# Add appropriate 'Provides:' and 'Conflicts:' to allow
# only one uarch variant to be installed at a time.
%if "%{UARCH_DELIM}" != "%{nil}"
%if 0%{?ohpc_compiler_dependent} == 1
%if 0%{?ohpc_mpi_dependent} == 1
Provides:  %{pname}-%{compiler_family}-%{mpi_family}%{PROJ_DELIM}
Conflicts: %{pname}-%{compiler_family}-%{mpi_family}%{PROJ_DELIM}
%else
Provides:  %{pname}-%{compiler_family}%{PROJ_DELIM}
Conflicts: %{pname}-%{compiler_family}%{PROJ_DELIM}
%endif
%endif
%endif

%endif
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