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Meeting Logistics

• https://zoom.us/j/556149142

• United States : +1  (646) 558-8656 
-Meeting ID: 556 149 142

https://www.google.com/url?q=https://www.uberconference.com/jeff_ef&sa=D&ust=1479259103165000&usg=AFQjCNEYO0Wzj2p0qCk-_V_c4FNHewUy-w
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Antitrust Policy Notice

• Linux Foundation meetings involve participation by industry competitors, and 
it is the intention of the Linux Foundation to conduct all of its activities in 
accordance with applicable antitrust and competition laws. It is therefore 
extremely important that attendees adhere to meeting agendas, and be 
aware of, and not participate in, any activities that are prohibited under 
applicable US state, federal or foreign antitrust and competition laws.

• Examples of types of actions that are prohibited at Linux Foundation 
meetings and in connection with Linux Foundation activities are described in 
the Linux Foundation Antitrust Policy available at 
http://www.linuxfoundation.org/antitrust-policy. If you have questions about 
these matters, please contact your company counsel, or if you are a member 
of the Linux Foundation, feel free to contact Andrew Updegrove of the firm of 
Gesmer Updegrove LLP, which provides legal counsel to the Linux 
Foundation.
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Agenda/Updates

• Announcements/deadlines:
- SC’20 has been changed to a virtual event

• apparently there will be virtual exhibitors as well

- SC’20 tutorial: Stage 2 due August 7th
• Comment from Tutorials Chair: “At this moment, we are working on the 

schedule, so that tutorials can reach all time zones in the most 
convenient way.”

- SC’20 BoFs: Due July 31, 2020 , Extended till August 14, 2020

• SC’20 Bof

• PEARC’20 tutorial post mortem

• Variety of 2.0 related items

• Mentorship program
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https://sc20.supercomputing.org/attend/virtual-event-faq/
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SC’20 BoF Submission

• I have submitted an initial proposal based on last year’s 
submission
- one minor change was to mention use of the interactive meeting 

tool meet.ps: https://meet.ps/openhpc-sc20bof

• We have to choose between a 1 hour or 1 ½ hour time slot

• 1-hour time slot options:
- Tuesday 12:15-1:15pm
- Wednesday 12:15pm – 1:15pm 
- Thursday 12:15pm – 1:15pm

• 1 ½ hour time slot options:
- Tuesday 5:15pm – 6:45pm
- Wednesday 5:15pm – 6:45pm

• Interested TSC co-session leaders for the submission?
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https://meet.ps/openhpc-sc20bof
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PEARC’20 Tutorial

• We had 27 attendees 
sign up for a training 
account on the shared cluster

• Huge thanks to Chris S., Chris D., Nirmala, Derek, David 
and the cloud working group for all the prep work:  
- and many thanks to AWS for providing tokens to allow 

attendees to spin up their own cluster

• Good learning experience – can hopefully help us with the 
next SC’20 virtual tutorial
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https://openhpc.github.io/cloudwg/tutorials/pearc20/pearc20.html

Internet
head node

login

dynamic compute pool

Job 
submission

Provisioning

https://openhpc.github.io/cloudwg/tutorials/pearc20/pearc20.html
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2.0 Related Items - xCAT

• Initial xCAT recipe has been updated for CentOS8

- in order to resolve package dependencies correctly, need to rely on devel
repo for xCAT presently

- ran into one issue with xCAT package scripts adding entries to /etc/fstab
that prevent NFS server from starting up
• filed a report with upstream
• https://github.com/openhpc/ohpc/issues/1249

- with small fix, provisioning process in updated recipe working ok
• however, running into a problem with configless slurm setup
• computes are unable to pull down their config and haven’t sorted it out just yet
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Install Guide (v2.0 RC2): CentOS8.2/x86 64 + xCAT (stateless) + SLURM

this recipe assumes that the local firewall running on the SMS host is disabled. If installed, the default
firewall service can be disabled as follows:

[sms]# systemctl disable firewalld
[sms]# systemctl stop firewalld

3 Install OpenHPC Components

With the BOS installed and booted, the next step is to add desired OpenHPC packages onto the master
server in order to provide provisioning and resource management services for the rest of the cluster. The
following subsections highlight this process.

3.1 Enable OpenHPC repository for local use

To begin, enable use of the OpenHPC repository by adding it to the local list of available package repositories.
Note that this requires network access from your master server to the OpenHPC repository, or alternatively,
that the OpenHPC repository be mirrored locally. In cases where network external connectivity is available,
OpenHPC provides an ohpc-release package that includes GPG keys for package signing and enabling the
repository. The example which follows illustrates installation of the ohpc-release package directly from the
OpenHPC build server.

[sms]# yum install http://repos.openhpc.community/OpenHPC/2/CentOS_8/x86_64/ohpc-release-2-1.el8.x86_64.rpm

Tip

Many sites may find it useful or necessary to maintain a local copy of the OpenHPC repositories. To facilitate
this need, standalone tar archives are provided – one containing a repository of binary packages as well as any
available updates, and one containing a repository of source RPMS. The tar files also contain a simple bash
script to configure the package manager to use the local repository after download. To use, simply unpack
the tarball where you would like to host the local repository and execute the make repo.sh script. Tar files
for this release can be found at http://repos.openhpc.community/dist/2.0

3.2 Enable xCAT repository for local use

Next, enable use of the public xCAT repository by adding it to the local list of available package repositories.
This also requires network access from your master server to the internet, or alternatively, that the repository
be mirrored locally. In this case, we use the network.

[sms]# yum -y install yum-utils
[sms]# wget -P /etc/yum.repos.d https://xcat.org/files/xcat/repos/yum/latest/xcat-core/xcat-core.repo

xCAT has a number of dependencies that are required for installation that are housed in separate public
repositories for various distributions. To enable for local use, issue the following:

8 Rev: 79aee281c

Install Guide (v2.0 RC2): CentOS8.2/x86 64 + xCAT (stateless) + SLURM

[sms]# wget -P /etc/yum.repos.d http://xcat.org/files/xcat/repos/yum/devel/xcat-dep/rh8/x86_64/xcat-dep.repo

In addition to the OpenHPC and xCAT package repositories, the master host also requires access to
the standard base OS distro repositories in order to resolve necessary dependencies. For CentOS8.2, the
requirements are to have access to the BaseOS, Appstream, Extras, PowerTools, and EPEL repositories for
which mirrors are freely available online:

• CentOS-8 - Base 8.2.2004 (e.g. http://mirror.centos.org/centos-8/8/ )
• EPEL 8 (e.g. http://download.fedoraproject.org/pub/epel/8/ )

The public EPEL repository will be enabled automatically upon installation of the ohpc-release package.
Note that this does depend on the CentOS Extras repository, which is shipped with CentOS and is typically
enabled by default. In contrast, the CentOS PowerTools repository is typically disabled in a standard install,
but can be enabled as follows:

[sms]# yum install dnf-plugins-core
[sms]# yum config-manager --set-enabled PowerTools

3.3 Installation template

The collection of command-line instructions that follow in this guide, when combined with local site inputs,
can be used to implement a bare-metal system installation and configuration. The format of these com-
mands is intended to be usable via direct cut and paste (with variable substitution for site-specific settings).
Alternatively, the OpenHPC documentation package (docs-ohpc) includes a template script which includes
a summary of all of the commands used herein. This script can be used in conjunction with a simple text
file to define the local site variables defined in the previous section (§ 1.3) and is provided as a convenience
for administrators. For additional information on accessing this script, please see Appendix A.

3.4 Add provisioning services on master node

With the OpenHPC and xCAT repositories enabled, we can now begin adding desired components onto
the master server. This repository provides a number of aliases that group logical components together in
order to help aid in this process. For reference, a complete list of available group aliases and RPM packages
available via OpenHPC are provided in Appendix E. To add support for provisioning services, the following
commands illustrate addition of a common base package followed by the xCAT provisioning system.

# Install base meta-package
[sms]# yum -y install ohpc-base

[sms]# yum -y install xCAT

# enable xCAT tools for use in current shell
[sms]# . /etc/profile.d/xcat.sh
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2.0 Related Items - openPBS

• Note that there is a name change in our PBS builds:
- PBS Pro (v19.x) -> OpenPBS (v20.x)
- https://github.com/openhpc/ohpc/pull/1224
- documentation recipes updated accordingly

• With CentOS8.2 available now, the previously missing
OS dependency is resolved and we have all build permutations available
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Legal Notice

Copyright © 2016-2020, OpenHPC, a Linux Foundation Collaborative Project. All rights reserved.

This documentation is licensed under the Creative Commons At-
tribution 4.0 International License. To view a copy of this license,
visit http://creativecommons.org/licenses/by/4.0.

Intel, the Intel logo, and other Intel marks are trademarks of Intel Corporation in the U.S. and/or other countries.

Altair, the Altair logo, OpenPBS, and other Altair marks are trademarks of Altair Engineering, Inc. in the U.S. and/or other

countries.

*Other names and brands may be claimed as the property of others.
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• No new CI issues 
detected yet with 
updated version 
on x86_64

- are seeing failures 
on aarch64 with 
one MPI Stack 
(mpich)
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2.0 Related Items – Leap15.2

• openSUSE Leap 15.2 was released on July 02

- https://news.opensuse.org/2020/07/02/opensuse-leap-15-2-release-brings-
exciting-new-packages/

• corresponding template has been added to our Warewulf build

• Leap15.2 image has been ingested into our CI system for x86_64

• Say hello to a new kernel…

• Next up: ingest on aarch64 and update our CI tests to use Leap15.2 
instead
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sms019:~ # uname -srv
Linux 5.3.18-lp152.33-default #1 SMP Wed Jul 22 06:32:33 UTC 2020 (e5a8383)

https://news.opensuse.org/2020/07/02/opensuse-leap-15-2-release-brings-exciting-new-packages/
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2.0 Related Items – Boost

• Fixes landed to enable Boost builds with Intel 
toolchain on CentOS8.2

• Resolves the one primary parallel library 
package build for Intel that was not available 
in 2.0RC1

• Just a reminder on the # of permutations in 2.x 
presently

- 1 .spec file -> 24 builds

• Summary: still a few issues to iron out, but 
seems like things are coming together 
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2.0 Related items – Arm compiler gotcha

• We received an updated drop of the Arm HPC compiler last week 
to address the modulefile incompatibility with Lmod in the previous 
drop
- latest version does include modulefiles that work fine with Lmod
- unfortunately, CI detected a new problem with package dependencies 

for the Arm performance library that has been reported back upstream

• Not sure if we will get a workable solution in time for final 2.0 
release or not, but we will try…

• 2.0 Update summary: still a few issues to iron out, but seems like 
things are coming together and can go live with Leap 15.2 and 
CentOS 8.2
- ideally would like to push out before end of Aug.
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Call for volunteer(s)?

• If anyone is interested in working to revamp our current Spack
packaging, please let me know…

- intent is to convert from an admin-oriented package to a user-facing 
module

- have some tips from experiences at Sandia

- newer feature in spack should make it easier to leverage ohpc-
provided MPI stacks
• https://github.com/spack/spack/pull/14934

12

https://github.com/spack/spack/pull/14934
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Mentorship Program

• We have talked previously about project ideas for mentees and agreed to 
provide them a list of potential options

• We now know that SC’20 is virtual as well so want to see what people are 
thinking regarding timing and requirements for our first installment of a 
mentorship program (targeting 2-4 students)
- Draft Requirements:

• undergraduate or graduate students enrolled at an accredited academic institution 
(can be international)

• stipend: $4K (USD)
• level of effort: expect availability to meet with OpenHPC mentors remotely on a

weekly basis and contribute at least XX hours per week on average (this can be an 
issue if the program is in fall/spring and students are enrolled full time)

• Submission elements: resume, 1-page personal statement highlighting Linux 
experience and interest in the community and desired project(s), copy of official 
University transcript, recommendation letters (none in Google summer code)ookie?

• Evaluations: mid-term evaluation with final payment associated with passing 
evaluation

- Schedule (2-3 months):
• Normally would want to align an intern program for students in the summer.
• We can wait for the next summer or consider something sooner (e.g. Fall 2020)

– thoughts on the schedule?
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