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Meeting Logistics

• https://zoom.us/j/556149142

• United States : +1  (646) 558-8656 
-Meeting ID: 556 149 142

https://www.google.com/url?q=https://www.uberconference.com/jeff_ef&sa=D&ust=1479259103165000&usg=AFQjCNEYO0Wzj2p0qCk-_V_c4FNHewUy-w
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Antitrust Policy Notice

• Linux Foundation meetings involve participation by industry competitors, and 
it is the intention of the Linux Foundation to conduct all of its activities in 
accordance with applicable antitrust and competition laws. It is therefore 
extremely important that attendees adhere to meeting agendas, and be 
aware of, and not participate in, any activities that are prohibited under 
applicable US state, federal or foreign antitrust and competition laws.

• Examples of types of actions that are prohibited at Linux Foundation 
meetings and in connection with Linux Foundation activities are described in 
the Linux Foundation Antitrust Policy available at 
http://www.linuxfoundation.org/antitrust-policy. If you have questions about 
these matters, please contact your company counsel, or if you are a member 
of the Linux Foundation, feel free to contact Andrew Updegrove of the firm of 
Gesmer Updegrove LLP, which provides legal counsel to the Linux 
Foundation.
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Agenda/Updates

• Announcements/deadlines:
- SC’20 Tutorial: Next deadline: Aug 27th

• need signed consent/release forms from Derek and Nirmala

• Cloud working group

• Mentorship program updates

• 2.0 stuff
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OHPC Cloud Working Group Updates

• SC tutorial submission due tomorrow
-Need presenters to submit release form
-Anything else?

• Next steps towards a release
-Need mechanism to replace xCAT / Warewulf syncing 

of passwd, group, shadow (LDAP)
-PBS support
-Suse and ARM support
-CI integration to be started after 2.0 release
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Mentorship Program

• Thanks for the feedback on the draft call for participation.

• Latest version is live on OpenHPC wiki (Neal tweaked diversity 
statement a bit based on LF feedback)

- https://github.com/openhpc/ohpc/wiki/Mentorship-Program-Call-
for-Participation---Fall-2020

• The OpenHPC
mentorship project is 
now also live on 
LF Community Bridge

- short turn around time: 
applications due 
September 7th
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https://people.communitybridge.org/project/7a0a21ed-feb9-4dd4-b315-04ee20c0f4a4

https://github.com/openhpc/ohpc/wiki/Mentorship-Program-Call-for-Participation---Fall-2020
https://people.communitybridge.org/project/7a0a21ed-feb9-4dd4-b315-04ee20c0f4a4
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Mentorship Program

• Next steps:
- post announcement to openhpc-announce list?

- post announcement on openhpc.community
web site?

- mentors need to sign up as such with 
Community Bridge

• sign up at 
https://people.communitybridge.org/#mentors

• note: you have to create an account with LF
• potential volunteers: Reese, Nirmala, Karl, Peter, 

Chris S., Derek, Adrian

- once  you are signed up as a mentor, request 
addition to the OpenHPC project:

• https://people.communitybridge.org/profile#proj
ects
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https://people.communitybridge.org/
https://people.communitybridge.org/profile
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Mentorship Program

• Next steps:
- seems we are now required to have a code of conduct and CII 

badge

- CII = core infrastructure initiative – intended to promote best 
practices for projects

• I have just started this process for our ohpc github repo
– not clear we will get a passing criteria as some of the requirements 

aren’t really applicable to us
– not clear how required items are validated

- code of conduct
• need to try and agree on a project code of conduct
• we looked at Contributor Covenant (v2.0) last time 

https://www.contributor-
covenant.org/version/2/0/code_of_conduct/code_of_conduct.md

• I have not yet looked for other canonical examples – if anyone has 
an example of a code of conduct they like from another project, 
please let me know….
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2.0 Related Items - xCAT

• Update on xCAT recipe:
- have resolved the resource manager problem mentioned last time

• this was a firewall issue

- after the fix, saw good CI results with all passing except one check (CentOS8):

- issue here is that the base compute node kernel is restricted to version in iso 
image which is starting point for xCAT
• however, our head node kernel is newer from CentOS 8.2

- normally we are checking to make sure we have the same kernel on headnode
and computes, but more difficult in this case. 
• have to run genimage multiple times but this resets certain key files in the $CHROOT 

which means having to fix files multiple times in our current recipe… 
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2.0 Related Items - xCAT

• normally we are checking to make sure we have the same kernel on 
headnode and computes, but more difficult in this case. 

- have to run genimage multiple times but this resets certain key files in the 
$CHROOT which means having to fix files multiple times in our current 
recipe… 

- also, newer centos8.2 requires dependency resolution for some perl files 
that are not yet available in xCAT dependency repository

- can resolve this last problem by enabling the CentOS stream repository
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Install Guide (v2.0): CentOS8.2/x86 64 + xCAT (stateless) + SLURM

[sms]# yum -y install centos-release-stream
[sms]# wget -P /etc/yum.repos.d http://xcat.org/files/xcat/repos/yum/devel/xcat-dep/rh8/x86_64/xcat-dep.repo

In addition to the OpenHPC and xCAT package repositories, the master host also requires access to
the standard base OS distro repositories in order to resolve necessary dependencies. For CentOS8.2, the
requirements are to have access to the BaseOS, Appstream, Extras, PowerTools, and EPEL repositories for
which mirrors are freely available online:

• CentOS-8 - Base 8.2.2004 (e.g. http://mirror.centos.org/centos-8/8/ )
• EPEL 8 (e.g. http://download.fedoraproject.org/pub/epel/8/ )

The public EPEL repository will be enabled automatically upon installation of the ohpc-release package.
Note that this does depend on the CentOS Extras repository, which is shipped with CentOS and is typically
enabled by default. In contrast, the CentOS PowerTools repository is typically disabled in a standard install,
but can be enabled as follows:

[sms]# yum install dnf-plugins-core
[sms]# yum config-manager --set-enabled PowerTools

3.3 Installation template

The collection of command-line instructions that follow in this guide, when combined with local site inputs,
can be used to implement a bare-metal system installation and configuration. The format of these com-
mands is intended to be usable via direct cut and paste (with variable substitution for site-specific settings).
Alternatively, the OpenHPC documentation package (docs-ohpc) includes a template script which includes
a summary of all of the commands used herein. This script can be used in conjunction with a simple text
file to define the local site variables defined in the previous section (§ 1.3) and is provided as a convenience
for administrators. For additional information on accessing this script, please see Appendix A.

3.4 Add provisioning services on master node

With the OpenHPC and xCAT repositories enabled, we can now begin adding desired components onto
the master server. This repository provides a number of aliases that group logical components together in
order to help aid in this process. For reference, a complete list of available group aliases and RPM packages
available via OpenHPC are provided in Appendix E. To add support for provisioning services, the following
commands illustrate addition of a common base package followed by the xCAT provisioning system.

# Install base meta-package
[sms]# yum -y install ohpc-base

[sms]# yum -y install xCAT

# enable xCAT tools for use in current shell
[sms]# . /etc/profile.d/xcat.sh

9 Rev: d38cf4a60
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2.0 Related Items - xCAT

• each time you run genimage, the BaseOS repository is disabled within 
the chroot (i have no idea why) 

- updated xCAT recipe commands now result in the same kernel on 
computes/head node

- all CI tests now passing as a result
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Install Guide (v2.0): CentOS8.2/x86 64 + xCAT (stateless) + SLURM

3.9.2 Add OpenHPC components

The genimage process used in the previous step is designed to provide a minimal CentOS8.2 configuration.
Next, we add additional components to include resource management client services, InfiniBand drivers,
and other additional packages to support the default OpenHPC environment. This process augments the
chroot-based install performed by genimage to modify the base provisioning image and requires access the
BOS and OpenHPC repositories to resolve package install requests. The following steps are used to first
enable the necessary package repositories for use within the chroot.

[sms]# yum-config-manager --installroot=$CHROOT --enable BaseOS
[sms]# cp /etc/yum.repos.d/OpenHPC.repo $CHROOT/etc/yum.repos.d
[sms]# cp /etc/yum.repos.d/epel.repo $CHROOT/etc/yum.repos.d

Next, install a base compute package and disable firewall:

# Install compute node base meta-package
[sms]# yum -y --installroot=$CHROOT install ohpc-base-compute
# Disable firewall for computes
[sms]# chroot $CHROOT systemctl disable firewalld

Now, we can include additional components to the compute instance using yum to install into the chroot
location defined previously:

# copy credential files into $CHROOT to ensure consistent uid/gids for slurm/munge at
# install. Note that these will be synchronized with future updates via the provisioning system.
[sms]# cp /etc/passwd /etc/group $CHROOT/etc
# Add Slurm client support meta-package
[sms]# yum -y --installroot=$CHROOT install ohpc-slurm-client
# Register Slurm server with computes (using "configless" option)
[sms]# echo SLURMD_OPTIONS="--conf-server ${sms_ip}" > $CHROOT/etc/sysconfig/slurmd
# Add Network Time Protocol (NTP) support
[sms]# yum -y --installroot=$CHROOT install chrony
# Identify master host as local NTP server
[sms]# echo "server ${sms_ip}" >> $CHROOT/etc/chrony.conf
# Add kernel
[sms]# yum -y --installroot=$CHROOT install kernel
# Include matching kernel from head node into compute image
[sms]# genimage centos8-x86 64-netboot-compute -k �uname -r�
# Re-enable BaseOS repo
[sms]# yum-config-manager --installroot=$CHROOT --enable BaseOS
# Include modules user environment
[sms]# yum -y --installroot=$CHROOT install --enablerepo=PowerTools lmod-ohpc

# Optionally add IB support and enable
[sms]# yum -y --installroot=$CHROOT groupinstall "InfiniBand Support"
[sms]# chroot $CHROOT systemctl enable rdma

3.9.3 Customize system configuration

Prior to assembling the image, it is advantageous to perform any additional customization within the chroot
environment created for the desired compute instance. The following steps document the process identify
the resource manager server, configure NTP for compute resources, and enable NFS mounting of a $HOME

13 Rev: d38cf4a60
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2.0 Related Items - Lustre

• Have spent some time working on latest Lustre builds (we did not 
have Lustre in RC1)
- have builds now for CentOS8.2 kernel

- initially worked on CentOS8.2 and Leap 15.1 – builds successful for both
• unfortunately, build is not successful with Leap 15.2 kernel
• does not appear to be support yet for SLES15 (e.g. binary builds only provided 

for sles12 SP5)

• propose we move forward without Lustre for Leap 15.2 in final 2.0 release
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2.0 Current CI Results

13

imb failures with 
intel compiler

unable to 
provision 15.2 
kernel
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2.0 Related Items – Leap 15.2 on aarch64

• have run into an issue while trying to update CI environment on 
aarch64:

- going from Leap 15.1 -> Leap 15.2

• currently unable to provision SMS host with Warewulf

14

any thoughts?
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2.0 Related Items – Leap 15.2 on aarch64

• bootstrap image size seems reasonable

- going from 4.x to 5.x kernel

• note: we boot 5.x kernel from centos8.2 fine on aarch64
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[root@ohpcadmin aarch64]# wwsh bootstrap list
BOOTSTRAP NAME SIZE (M) ARCH
4.12.14-lp151.27-default 47.5 aarch64
4.12.14-lp151.27-vanilla 9.3 aarch64
5.3.18-lp152.19-default 58.2 aarch64
centos7.7.aarch64 35.4 aarch64
centos8.1.aarch64 35.8 aarch64
centos8.1_8.aarch64 35.9 aarch64
centos8.2.aarch64 38.2 aarch64
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2.0 Related Items – Trilinos/Intel

• we do still have some build failures with Trilinos and Intel compiler

- all MPI stacks failing with Intel

- this is a newer version of Trilinos (compared to ohpc v1.3.9) and we are also 
using a newer version of Parallel Studio

- no issues with gnu9 on build or CI testing
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2.0 Remaining Items Summary

• would be nice to resolve Trilinos/Intel

• BeeGFS client testing…

• Leap15.2 on aarch64?

- if not fixable, do we got without Leap, or go with Leap 15.1 for 2.0 release?

• should we expect any more build fixes for ARM compiler?
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