Using multiple outcomes in intervention studies for improved trade-off between power and type I errors: the Adjust NVar approach
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## Abstract

### Background

The CONSORT guidelines for clinical trials recommend use of a single primary outcome, to guard against the raised risk of false positive findings when multiple measures are considered. It is, however, possible to include a suite of multiple outcomes in an intervention study, while controlling the familywise error rate, if the criterion for rejecting the null hypothesis specifies that N or more of the outcomes reach an agreed level of statistical significance, where N depends on the total number of outcome measures included in the study, and the correlation between them.  
**Methods**  
Simulations were run, using a conventional null-hypothesis significance testing approach with alpha set at .05, to explore the case when between 2 and 12 outcome measures are included to compare two groups, with average correlation between measures ranging from zero to .8, and true effect size ranging from 0 to .7. In step 1, a table is created giving the minimum N significant outcomes (MinNSig) that is required for a given set of outcome measures to control the familywise error rate at 5%. In step 2, data are simulated using MinNSig values for each set of correlated outcomes and the resulting proportion of significant results is computed for different sample sizes,correlations, and effect sizes.  
**Results**  
The Adjust NVar approach can achieve a more efficient trade-off between power and type I error rate than use of a single outcome when there are three or more moderately intercorrelated outcome variables.  
**Conclusions**  
Where it is feasible to have a suite of moderately correlated outcome measures, then this might be a more efficient approach than reliance on a single primary outcome measure in an intervention study. In effect, it builds in an internal replication to the study. This approach can also be used to evaluate published intervention studies.
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## The case against multiple outcomes

The CONSORT guidelines for clinical trials (Moher et al. 2010) are very clear on the importance of having a single primary outcome:  
*All RCTs assess response variables, or outcomes (end points), for which the groups are compared. Most trials have several outcomes, some of which are of more interest than others. The primary outcome measure is the pre-specified outcome considered to be of greatest importance to relevant stakeholders (such a patients, policy makers, clinicians, funders) and is usually the one used in the sample size calculation. Some trials may have more than one primary outcome. Having several primary outcomes, however, incurs the problems of interpretation associated with multiplicity of analyses and is not recommended.*

This advice often creates a dilemma for the researcher: in many situations there are multiple measures that could plausibly be used to index the outcome. A common solution is to apply a Bonferroni correction to the alpha level used to test significance of individual measures, but this is over-conservative if, as is usually the case, the different outcomes are intercorrelated. Alternative methods are to adopt some process of data reduction, such as extracting a principal component from the measures that can be used as the primary outcome, or using a permutation test to derive exact probability of an observed pattern of results. Here I explore a further, very simple, option which I term the “Adjust NVar” approach. The idea is that if one has a suite of outcomes, instead of adjusting the alpha level, one can adjust the number of outcomes that are required to achieve significance at the conventional alpha level of .05 to maintain an overall familywise error rate of 1 in 20 or less.

To illustrate the idea with a realistic example, suppose we are reading a report of a behavioural intervention that is designed to improve language and literacy, and there are 6 measures where we might plausibly expect to see some benefit. The researchers report that none of the outcomes achieves the Bonferroni-adjusted significance criterion of p < .008, but two of them reach significance at p < .05. Should we dismiss the trial as showing no benefit? We can use the binomial theorem to check the probability of obtaining this result if the null hypothesis is true and the measures are independent: it is 0.033, clearly below the 5% alpha level. But what if the measures are intercorrelated? That is often the case: indeed, it would be very unusual for a set of outcome measures to be independent. A thought experiment helps here. Suppose we had six measures that were intercorrelated at .95 - in effect they would all be measures of the same thing, and so if there was a real effect, most of the measures should show it. Extending this logic in a more graded way, the higher the correlation between the measures, the more measures would need to reach the original significance criterion to maintain the overall significance level below .05.

A simulation script was developed to test these intuitions and to obtain estimates of:  
i) the minimum number of outcome variables in a suite that would maintain the overall familywise error rate at 1 in 20, if each individual measure was evaluated at the significance criterion of .05. This we term MinNSig.  
ii) the power to detect a true effect, if the criterion for rejection the null hypothesis was based on the value of MinNSig identified at step A.

## Methods

Correlated variables were simulated using in the R programming language (R Core Team 2020). The script to generate and analyse simulated data is available on <https://github.com/oscci/MinSigVar>. Initially, two approaches to modeling correlated variables were compared, but differences between them proved to be trivial, and so only one is reported here.

### Method for simulating outcomes

The *mvrnorm* function of the *MASS* package was used to generate a set of 12 outcome variables with a specified covariance matrix. For simplicity, all variables were simulated as random normal deviates with SD of 1, and the covariance matrix had a prespecified correlation, r, in all off-diagonal elements. The correlation varied across runs from 0 to .8 in steps of .2, and the number of simulated cases varied from 20 to 110 in steps of 30. Outcomes for Intervention (I) and Control (C) groups differed only in terms of the mean, which was always zero for the group C, and a given effect size, e, for group I. The average observed effect size for all measures in a given condition was computed, and used as the basis for comparisons of efficiency between single and multiple measure scenarios.

This method is simple but can lead to unrealistic data: in particular it is possible to have a set of outcomes that are independent of one another (r = 0) yet all having the same effect size. In real-world data, one would expect outcomes to be correlated, especially those that all showed an impact of intervention. Conversely, if a set of outcomes was very highly intercorrelated, then we would expect them all to show a similar intervention effect.

An alternative approach was evaluated to consider such cases, in which the set of 12 outcome measures are simulated as indicators of an underlying latent variable, which mediates the intervention effect. This can be achieved by first simulating a latent variable, with an effect size of either zero, for group C, or e for group I. Observed outcome measures are then simulated as having a specific correlation with the latent variable - i.e. the correlation determines the extent to which the outcomes act as indicators of the latent variable. This can be achieved using the formula:

where r is the correlation between latent variable (L) and each outcome, and L is a vector of random normal deviates that is the same for each outcome variable, while E (error) is a vector of random normal deviates that differs for each outcome variable. Note that when outcome variables are generated this way, the mean intercorrelation between them will be r2. Thus if we want a set of outcome variables with mean intercorrelation of .4, we need to specify r in the formula above as sqrt(r) = .632. Furthermore, the effect size for the simulated variables will be lower than for the latent variable: to achieve an effect size, e, for the outcome variables, it is necessary to specify the effect size for the latent variable, el, as e/r2. It was found that when this is done, the results with this method were closely similar to those obtained using MASS, for the range of correlations and effect sizes considered here. The exception is for the case where r = 0, which is not computuable with this method - i.e. it is not possible to have a set of outcomes that are indicators of the same latent factor but which are uncorrelated. As noted above, the case where r = 0 is unrealistic in any case, and so for the simulations reported here, the lowest value of r that was included was r = .2.

### Data reduction

The size of the suite of outcome variables entered into later analysis ranged from 2 to 12. For each suite size, principal components were computed from data from the C and I groups combined, using the base R function *prcomp* from the *stats* package. Thus PC2 is a principal component based on the first two outcome measures, PC4 based on the first four outcome measures, and so on.  
Power of analyses based on the principal components was compared with power obtained using the Adjust NVar approach, as specified below.

### Simulation parameters

10,000 simulations were run for each combination of:  
- sample size per group, ranging from 20 to 110 in steps of 30  
- correlation between outcome variables, ranging from .2 to .8 in steps of .2  
- true effect size, taking values of 0, .3, .5, or .7.

The data generated from each combination of conditions was used to derive results for different sizes of suites of outcome variables, ranging from 2 to 12. Thus, the analysis was first conducted on the first 2 outcome measures, then on the first 3 outcome measures, and so on.

For each set of conditions, on each run, a one-tailed t-test was conducted to obtain a p-value for the comparison between C and I groups, assuming C would be lower. The p-values for outcome measures were rank ordered for each run and each suite size.

### Identifying MinNSig

To obtain MinNSig, the results were filtered to include only the runs where the null hypothesis was true, i.e. effect size = 0. Then, the proportion of p-values less than .05 was calculated for each rank for each number of outcome variables, to find the highest rank at which the overall proportion was less than .05. This is the MinNSig.  
Table 1 gives a toy example of the logic, using the case where we have either 2 or 4 outcome measures. Columns V1 to V4 show p-values for the t-test comparing the two groups each of the 4 outcome measures. Columns r2.1 and r2.2 show the same p-values rank ordered for just the first two measures; columns r4.1 to r4.4 show the p-values rank ordered for all 4 outcomes. We can then count the number of p-values that are below .05 for all runs (1000 in this case) for each ranked position. With 2 outcomes, if we take just the first ranked (lowest) p-value, the proportion lower than .05 is around .10. For the 2nd ranked p-value, the proportion drops below .05, to .002. Thus we set MinNSig to 2.

We can then turn to the case where we have four outcomes: the proportion of the 1st ranked p-values below .05 is .185; the proportion of the second ranked below .05 is .014. Thus again, we set MinNSig to 2. As noted above, when the correlation between variables is zero, we can use the binomial theorem to compute values in the final row; however, when variables are intercorrelated, more p-values will be below .05, and so MinNSig may be higher.

Because MinNSig moves in quantum steps, the effective familywise error rate is often lower than .05. For instance, in the example above with a suite of four outcome measures, MinNSig is set to 2, but this gives p = .014, rather than .05.

Table 1: Demonstration of how MinNSig is determined

| run | V1 | V2 | V3 | V4 | r2.1 | r2.2 | r4.1 | r4.2 | r4.3 | r4.4 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1 | 0.877 | 0.569 | 0.642 | 0.661 | 0.569 | 0.877 | 0.569 | 0.642 | 0.661 | 0.877 |
| 2 | 0.272 | 0.367 | 0.841 | 0.954 | 0.272 | 0.367 | 0.272 | 0.367 | 0.841 | 0.954 |
| 3 | 0.993 | 0.116 | 0.249 | 0.414 | 0.116 | 0.993 | 0.116 | 0.249 | 0.414 | 0.993 |
| 4 | 0.366 | 0.613 | 0.73 | 0.401 | 0.366 | 0.613 | 0.366 | 0.401 | 0.613 | 0.73 |
| 5 | 0.735 | 0.559 | 0.329 | 0.715 | 0.559 | 0.735 | 0.329 | 0.559 | 0.715 | 0.735 |
| 6 | 0.781 | 0.561 | 0.123 | 0.052 | 0.561 | 0.781 | 0.052 | 0.123 | 0.561 | 0.781 |
| 7 | 0.805 | 0.779 | 0.989 | 0.991 | 0.779 | 0.805 | 0.779 | 0.805 | 0.989 | 0.991 |
| 8 | 0.97 | 0.233 | 0.777 | 0.151 | 0.233 | 0.97 | 0.151 | 0.233 | 0.777 | 0.97 |
| 9 | 0.129 | 0.432 | 0.215 | 0.005 | 0.129 | 0.432 | 0.005 | 0.129 | 0.215 | 0.432 |
| 10 | 0.897 | 0.582 | 0.588 | 0.64 | 0.582 | 0.897 | 0.582 | 0.588 | 0.64 | 0.897 |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 999 | 0.034 | 0.335 | 0.238 | 0.208 | 0.034 | 0.335 | 0.034 | 0.208 | 0.238 | 0.335 |
| 1000 | 0.045 | 0.086 | 0.176 | 0.001 | 0.045 | 0.086 | 0.001 | 0.045 | 0.086 | 0.176 |
| N < .05 | . | . | . | . | 100 | 2 | 185 | 14 | 0 | 0 |
| p < .05 | . | . | . | . | 0.1 | 0.002 | 0.185 | 0.014 | 0 | 0 |

### Computing power using Adjust NVar

For each run of the simulation, and each number of outcome measures, we take the value of MinNSig from the previous step and compute the proportion of p-values below .05, depending on the effect size, sample size and correlation between measures. For effect sizes above zero, this proportion corresponds to the statistical power.

Power using Adjust NVar can be compared to:  
- power obtained with a single outcome measure for the same effect size and sample size  
- power obtained by using the principal component extracted for this set of outcome measures

## Results

### MinNSig

Table 2 shows results from a simulation of the Adjust NVar approach, with the values in the body of the table showing MinNSig, the minimum number of measures that would maintain the overall familywise error rate at 1 in 20, if each individual measure was evaluated at the significance criterion of .05. Because the t-test statistic used to determine p-values is adjusted for sample size, these values are independent of numbers of subjects. In principle, researchers could use Table 2 to specify in their research protocol the minimum number of outcomes that would reach their significance level in order for the null hypothesis to be rejected.

Table 2: Values of MinNSig for different suite sizes of outcomes

| corr | N2 | N3 | N4 | N5 | N6 | N7 | N8 | N9 | N10 | N11 | N12 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0.0 | 2 | 2 | 2 | 2 | 2 | 2 | 3 | 3 | 3 | 3 | 3 |
| 0.2 | 2 | 2 | 2 | 2 | 3 | 3 | 3 | 3 | 3 | 3 | 4 |
| 0.4 | 2 | 2 | 2 | 3 | 3 | 3 | 3 | 3 | 4 | 4 | 4 |
| 0.6 | 2 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 |
| 0.8 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 5 | 5 | 6 |

### Power of Adjust NVar approach

Full tables of results for all combinations of parameters are provided in the Appendix. Figures 1 to 3 plot power vs familywise error rate for different sizes of suite of outcome measures.

(Figures 1-3 about here)

For these plots, we see power for small, medium and large effect sizes (corresponding to Cohen’s d of .3, .5 and .7). An efficient method is one that gives power of .8 or above, and a familywise error rate of .05 or less, i.e. the results should cluster in the bottom right quadrant. Power, which depends on sample size, is shown for a study with a single outcome in the vertical dotted lines, with an alpha of .05 shown in the horizontal dotted line. We can compare by eye how well Adjust Nmin with multiple outcomes compares with a single outcome for the same sample size. With just two outcome measures we obtain a very low familywise error rate but power is generally worse than for the single outcome case, except when the effect size is large. This is because when using Adjust NMin with two outcomes, both outcomes have to achieve p < .05. With 3 outcomes, again Adjust NMin requires we have at least 2 individual outcomes with p < .05: this gives power equivalent to that of a single variable, but a lower familywise error rate is achieved. When the number of outcomes is 4 or more, the benefit of Adjust NMin over a single outcome becomes more evident, with higher power coupled with a lower familywise error rate. The specific results depend also on the intercorrelation between outcomes (which in turn influences the MinNSig value, see Table 2): a moderate level of intercorrelation (between .4 and .6) generally gives an efficient measure.

Figures 4 to 6 give equivalent plots for power from principal components

The Principal Components plots show all points are to the right of the vertical line denoting power from a single outcome, i.e. this method achieves higher power than a single outcome measure for each size of suite of outcomes. Familywise error rate clusters around .05. If we compare how Adjust NVar compares with Principal Components, with 3 or more outcomes the power is generally slightly lower, but the tradeoff between power and familywise error (expressed as a ratio) is higher for Adjust NVar.

## Discussion

The logic of conventional multiple testing is turned on its head with the Adjust NVar approach, in that instead of adjusting the p-value used for significance (as in the Bonferroni correction, or methods based on False Discovery Rate), we adjust the number of individual outcome measures that we need to reach the intended significance criterion. This value can be easily computed using the binomial theorem for a given suite size of outcomes if the measures are uncorrelated, but in the context of intervention trials uncorrelated measures is an unrealistic assumption.

One advantage of this approach is that it is more compatible with trials of interventions that are expected to affect a range of related processes, as is common in some fields such as education or speech and language therapy. In such cases, the need to specify a single primary outcome tends to create difficulties, because it is often unclear which of a suite of outcomes is likely to show an effect. Note that the Adjust NVar approach does not give the researcher free rein to engage in p-hacking: the larger the suite of measures included in the study, the higher the value of MinNSig will be. It does, however, remove the need to put all one’s eggs in one basket by pre-specifying one measure as the primary outcome.

A second advantage is that in effect, by including multiple outcome measures, one can improve the efficiency of a study, in terms of the trade-off between power and familywise errors. A set of outcome measures may be regarded as imperfect proxy indicators of an underlying latent construct, so we are in effect building in a degree of within-study replication if we require that more than one measure shows the same effect in the same direction before we reject the null hypothesis.

The comparison with power and familywise error rate from principal components shows that the latter approach is more consistent in improving power over a study with a single outcome than the Adjust NVar approach, regardless of the size of the suite of outcomes, but it does not influence familywise error rate. This is a consequence of the quantum nature of the adjustment with Adjust NVar, where the same value of MinNVar may be used with varying sizes of outcome suite, which can lead to values of familywise error rate well below .05. For instance, obtaining 2 p-values below .05 in a suite of two outcomes is a more unusual circumstance than obtaining 2 values this extreme in a suite of 3 or 4 outcomes. Nevertheless, the ratio of power to familywise error is generally higher for Adjust NVar than for principal components.

A possible disadvantage of Adjust NVar over principal components is that this approach is likely to tempt researchers to interpret specific outcomes that fall below the .05 threshold as meaningful. They may be, of course, but this simulation demonstrates that when we create a suite of outcomes that differ only by chance, it is common for only a subset of them to reach the significance criterion. Any recommendation to use Adjust NVar should be accompanied by a warning that a suite of outcomes should be selected as representative of the underlying construct the intervention is designed to influence, in effect serving as replicate measures, all of which should be equally promising as indicators of an intervention effect. If a subset of outcomes show an effect of intervention, this could be due to chance. It would be necessary to run a replication to have confidence in a particular pattern of results.

It is also worth noting that results obtained with this approach depend crucially on assumptions embodied in the simulation that is used to derive predictions. Outcome measures simulated here are normally distributed, and uniform in their covariance structure. It would be possible to generate datasets with different underlying covariance structures to be tested in the same way, but that is beyond the scope of this paper.

Perhaps the main advantage of this approach is that once the values of MinNSig have been specified (as in Table 2), the method is very simple to apply, and could be used in two ways. First, it can be used *a priori* to specify in a protocol the number of outcomes that would need to achieve the conventional .05 level of significance, in order for the intervention to be deemed effective. This assumes that the researcher already has a rough idea of the degree of intercorrelation between outcome measures, but a range somewhere between .4 and .6 is a reasonable assumption for many behavioural studies. Pre-registering a specific level of MinSigN would help guard against a tendency to explore different kinds of correction for multiple hypothesis testing only after viewing the data (Lazic 2021).

Second, the simplicity of the approach makes it useful for evaluating published studies that report multiple outcomes but may not have been analysed optimally. We started with the example of a study where there were six outcome measures, none of which met the Bonferroni-corrected significance level of .05/6 = .008, but two of which met p < .05. From Table 2 we can see that to be confident in a true intervention effect, assuming correlated outcomes, then at least three out of six outcomes need to be significant at the .05 level. In this case, therefore, we do not reject the null hypothesis.

In sum, the Adjust NVar method shows how inclusion of multiple outcomes can be a positive strategy in intervention studies, and can give stronger statistical evidence than a single outcome, provided that attention is paid to the need for several outcomes to reach a significance threshold.
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# Appendix: Computed power for Adjusted NVar and Principal Components methods

Table 3: Power table for Adjusted NVar Method

| ES | obsES | nsub | corr | N1 | N2 | N3 | N4 | N5 | N6 | N7 | N8 | N9 | N10 | N11 | N12 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0.0 | 0.000 | 20 | 0.0 | 0.0534 | 0.0027 | 0.0085 | 0.0136 | 0.0230 | 0.0336 | 0.0449 | 0.0054 | 0.0076 | 0.0113 | 0.0156 | 0.0197 |
| 0.0 | 0.002 | 20 | 0.2 |  | 0.0051 | 0.0134 | 0.0232 | 0.0367 | 0.0098 | 0.0148 | 0.0208 | 0.0264 | 0.0335 | 0.0409 | 0.0180 |
| 0.0 | 0.003 | 20 | 0.4 |  | 0.0099 | 0.0232 | 0.0383 | 0.0142 | 0.0214 | 0.0304 | 0.0394 | 0.0483 | 0.0269 | 0.0336 | 0.0397 |
| 0.0 | 0.002 | 20 | 0.6 |  | 0.0139 | 0.0287 | 0.0425 | 0.0241 | 0.0325 | 0.0408 | 0.0270 | 0.0333 | 0.0382 | 0.0292 | 0.0336 |
| 0.0 | 0.000 | 20 | 0.8 |  | 0.0246 | 0.0432 | 0.0298 | 0.0385 | 0.0470 | 0.0381 | 0.0432 | 0.0499 | 0.0426 | 0.0471 | 0.0408 |
| 0.0 | -0.001 | 50 | 0.0 | 0.0512 | 0.0028 | 0.0063 | 0.0143 | 0.0233 | 0.0333 | 0.0445 | 0.0060 | 0.0089 | 0.0121 | 0.0160 | 0.0198 |
| 0.0 | -0.001 | 50 | 0.2 |  | 0.0049 | 0.0133 | 0.0251 | 0.0377 | 0.0085 | 0.0141 | 0.0199 | 0.0268 | 0.0346 | 0.0420 | 0.0182 |
| 0.0 | -0.001 | 50 | 0.4 |  | 0.0076 | 0.0188 | 0.0318 | 0.0122 | 0.0186 | 0.0273 | 0.0354 | 0.0424 | 0.0246 | 0.0303 | 0.0364 |
| 0.0 | 0.001 | 50 | 0.6 |  | 0.0166 | 0.0334 | 0.0482 | 0.0264 | 0.0352 | 0.0455 | 0.0299 | 0.0378 | 0.0440 | 0.0327 | 0.0374 |
| 0.0 | -0.001 | 50 | 0.8 |  | 0.0220 | 0.0392 | 0.0260 | 0.0347 | 0.0451 | 0.0345 | 0.0418 | 0.0483 | 0.0400 | 0.0443 | 0.0369 |
| 0.0 | 0.000 | 80 | 0.0 | 0.0488 | 0.0018 | 0.0074 | 0.0140 | 0.0219 | 0.0333 | 0.0446 | 0.0066 | 0.0095 | 0.0130 | 0.0167 | 0.0216 |
| 0.0 | 0.000 | 80 | 0.2 |  | 0.0054 | 0.0120 | 0.0219 | 0.0355 | 0.0096 | 0.0147 | 0.0206 | 0.0265 | 0.0335 | 0.0415 | 0.0169 |
| 0.0 | 0.002 | 80 | 0.4 |  | 0.0094 | 0.0239 | 0.0378 | 0.0157 | 0.0240 | 0.0309 | 0.0390 | 0.0485 | 0.0281 | 0.0340 | 0.0407 |
| 0.0 | 0.001 | 80 | 0.6 |  | 0.0150 | 0.0309 | 0.0460 | 0.0247 | 0.0343 | 0.0429 | 0.0302 | 0.0355 | 0.0412 | 0.0312 | 0.0354 |
| 0.0 | 0.001 | 80 | 0.8 |  | 0.0252 | 0.0414 | 0.0294 | 0.0383 | 0.0463 | 0.0357 | 0.0416 | 0.0473 | 0.0404 | 0.0445 | 0.0388 |
| 0.0 | 0.000 | 110 | 0.0 | 0.0525 | 0.0026 | 0.0080 | 0.0149 | 0.0232 | 0.0332 | 0.0443 | 0.0052 | 0.0075 | 0.0103 | 0.0142 | 0.0190 |
| 0.0 | 0.000 | 110 | 0.2 |  | 0.0045 | 0.0143 | 0.0239 | 0.0374 | 0.0110 | 0.0157 | 0.0219 | 0.0291 | 0.0371 | 0.0447 | 0.0205 |
| 0.0 | 0.000 | 110 | 0.4 |  | 0.0111 | 0.0242 | 0.0381 | 0.0172 | 0.0241 | 0.0316 | 0.0396 | 0.0486 | 0.0301 | 0.0358 | 0.0414 |
| 0.0 | -0.001 | 110 | 0.6 |  | 0.0170 | 0.0340 | 0.0481 | 0.0281 | 0.0390 | 0.0483 | 0.0332 | 0.0395 | 0.0464 | 0.0347 | 0.0396 |
| 0.0 | 0.001 | 110 | 0.8 |  | 0.0262 | 0.0418 | 0.0289 | 0.0392 | 0.0470 | 0.0379 | 0.0438 | 0.0489 | 0.0419 | 0.0462 | 0.0413 |
| 0.3 | 0.305 | 20 | 0.0 | 0.2298 | 0.0517 | 0.1397 | 0.2344 | 0.3355 | 0.4363 | 0.5251 | 0.2932 | 0.3656 | 0.4418 | 0.5061 | 0.5686 |
| 0.3 | 0.306 | 20 | 0.2 |  | 0.0764 | 0.1696 | 0.2637 | 0.3415 | 0.1978 | 0.2539 | 0.3117 | 0.3641 | 0.4107 | 0.4535 | 0.3354 |
| 0.3 | 0.307 | 20 | 0.4 |  | 0.1001 | 0.1865 | 0.2691 | 0.1682 | 0.2253 | 0.2742 | 0.3178 | 0.3569 | 0.2757 | 0.3059 | 0.3328 |
| 0.3 | 0.305 | 20 | 0.6 |  | 0.1237 | 0.2058 | 0.2714 | 0.1978 | 0.2413 | 0.2790 | 0.2237 | 0.2555 | 0.2803 | 0.2378 | 0.2604 |
| 0.3 | 0.306 | 20 | 0.8 |  | 0.1596 | 0.2277 | 0.1806 | 0.2223 | 0.2541 | 0.2208 | 0.2447 | 0.2632 | 0.2399 | 0.2554 | 0.2358 |
| 0.3 | 0.302 | 50 | 0.0 | 0.4305 | 0.1864 | 0.4041 | 0.5821 | 0.7261 | 0.8219 | 0.8861 | 0.7557 | 0.8330 | 0.8845 | 0.9238 | 0.9489 |
| 0.3 | 0.302 | 50 | 0.2 |  | 0.2215 | 0.4189 | 0.5676 | 0.6728 | 0.5192 | 0.6091 | 0.6763 | 0.7322 | 0.7761 | 0.8118 | 0.7247 |
| 0.3 | 0.306 | 50 | 0.4 |  | 0.2609 | 0.4353 | 0.5474 | 0.4277 | 0.5101 | 0.5716 | 0.6213 | 0.6592 | 0.5832 | 0.6209 | 0.6526 |
| 0.3 | 0.304 | 50 | 0.6 |  | 0.2873 | 0.4315 | 0.5188 | 0.4301 | 0.4924 | 0.5367 | 0.4758 | 0.5131 | 0.5460 | 0.4987 | 0.5268 |
| 0.3 | 0.305 | 50 | 0.8 |  | 0.3364 | 0.4344 | 0.3815 | 0.4409 | 0.4797 | 0.4390 | 0.4683 | 0.4926 | 0.4640 | 0.4838 | 0.4589 |
| 0.3 | 0.301 | 80 | 0.0 | 0.6095 | 0.3545 | 0.6511 | 0.8259 | 0.9155 | 0.9605 | 0.9799 | 0.9462 | 0.9715 | 0.9865 | 0.9937 | 0.9969 |
| 0.3 | 0.302 | 80 | 0.2 |  | 0.3820 | 0.6331 | 0.7735 | 0.8528 | 0.7532 | 0.8259 | 0.8722 | 0.9028 | 0.9267 | 0.9450 | 0.9083 |
| 0.3 | 0.301 | 80 | 0.4 |  | 0.4134 | 0.6143 | 0.7277 | 0.6223 | 0.7003 | 0.7572 | 0.7983 | 0.8307 | 0.7769 | 0.8058 | 0.8302 |
| 0.3 | 0.301 | 80 | 0.6 |  | 0.4507 | 0.6090 | 0.6951 | 0.6156 | 0.6733 | 0.7115 | 0.6607 | 0.6942 | 0.7214 | 0.6825 | 0.7053 |
| 0.3 | 0.303 | 80 | 0.8 |  | 0.5061 | 0.6102 | 0.5543 | 0.6069 | 0.6458 | 0.6113 | 0.6415 | 0.6626 | 0.6342 | 0.6522 | 0.6304 |
| 0.3 | 0.301 | 110 | 0.0 | 0.7189 | 0.5114 | 0.8048 | 0.9291 | 0.9757 | 0.9925 | 0.9983 | 0.9925 | 0.9974 | 0.9988 | 0.9996 | 0.9999 |
| 0.3 | 0.301 | 110 | 0.2 |  | 0.5437 | 0.7829 | 0.8866 | 0.9357 | 0.8850 | 0.9283 | 0.9514 | 0.9666 | 0.9765 | 0.9828 | 0.9693 |
| 0.3 | 0.299 | 110 | 0.4 |  | 0.5490 | 0.7463 | 0.8359 | 0.7650 | 0.8278 | 0.8706 | 0.8988 | 0.9158 | 0.8839 | 0.9020 | 0.9181 |
| 0.3 | 0.299 | 110 | 0.6 |  | 0.5871 | 0.7411 | 0.8068 | 0.7461 | 0.7944 | 0.8278 | 0.7879 | 0.8176 | 0.8373 | 0.8079 | 0.8276 |
| 0.3 | 0.303 | 110 | 0.8 |  | 0.6308 | 0.7265 | 0.6821 | 0.7318 | 0.7645 | 0.7357 | 0.7585 | 0.7766 | 0.7554 | 0.7713 | 0.7537 |
| 0.5 | 0.508 | 20 | 0.0 | 0.4579 | 0.2070 | 0.4408 | 0.6313 | 0.7672 | 0.8550 | 0.9090 | 0.8020 | 0.8670 | 0.9132 | 0.9456 | 0.9652 |
| 0.5 | 0.513 | 20 | 0.2 |  | 0.2510 | 0.4540 | 0.5988 | 0.7038 | 0.5593 | 0.6469 | 0.7162 | 0.7674 | 0.8107 | 0.8422 | 0.7670 |
| 0.5 | 0.512 | 20 | 0.4 |  | 0.2763 | 0.4577 | 0.5682 | 0.4512 | 0.5376 | 0.5979 | 0.6501 | 0.6904 | 0.6119 | 0.6505 | 0.6828 |
| 0.5 | 0.513 | 20 | 0.6 |  | 0.3112 | 0.4559 | 0.5459 | 0.4524 | 0.5162 | 0.5633 | 0.5016 | 0.5399 | 0.5725 | 0.5295 | 0.5576 |
| 0.5 | 0.508 | 20 | 0.8 |  | 0.3621 | 0.4630 | 0.4051 | 0.4611 | 0.4982 | 0.4626 | 0.4918 | 0.5134 | 0.4828 | 0.5026 | 0.4788 |
| 0.5 | 0.504 | 50 | 0.0 | 0.7947 | 0.6295 | 0.8953 | 0.9719 | 0.9925 | 0.9981 | 0.9997 | 0.9989 | 0.9998 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.505 | 50 | 0.2 |  | 0.6495 | 0.8647 | 0.9430 | 0.9722 | 0.9485 | 0.9726 | 0.9830 | 0.9889 | 0.9931 | 0.9956 | 0.9921 |
| 0.5 | 0.505 | 50 | 0.4 |  | 0.6775 | 0.8478 | 0.9145 | 0.8691 | 0.9138 | 0.9378 | 0.9532 | 0.9641 | 0.9466 | 0.9571 | 0.9653 |
| 0.5 | 0.504 | 50 | 0.6 |  | 0.6952 | 0.8261 | 0.8815 | 0.8395 | 0.8742 | 0.8972 | 0.8716 | 0.8899 | 0.9051 | 0.8880 | 0.9008 |
| 0.5 | 0.507 | 50 | 0.8 |  | 0.7308 | 0.8138 | 0.7754 | 0.8201 | 0.8447 | 0.8226 | 0.8430 | 0.8565 | 0.8408 | 0.8531 | 0.8402 |
| 0.5 | 0.502 | 80 | 0.0 | 0.9363 | 0.8718 | 0.9858 | 0.9985 | 0.9997 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.504 | 80 | 0.2 |  | 0.8745 | 0.9769 | 0.9947 | 0.9984 | 0.9966 | 0.9988 | 0.9994 | 0.9999 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.502 | 80 | 0.4 |  | 0.8804 | 0.9654 | 0.9869 | 0.9763 | 0.9862 | 0.9918 | 0.9947 | 0.9962 | 0.9939 | 0.9955 | 0.9966 |
| 0.5 | 0.502 | 80 | 0.6 |  | 0.8902 | 0.9566 | 0.9755 | 0.9620 | 0.9745 | 0.9805 | 0.9744 | 0.9789 | 0.9834 | 0.9797 | 0.9820 |
| 0.5 | 0.501 | 80 | 0.8 |  | 0.9002 | 0.9442 | 0.9302 | 0.9480 | 0.9575 | 0.9481 | 0.9562 | 0.9617 | 0.9567 | 0.9616 | 0.9554 |
| 0.5 | 0.502 | 110 | 0.0 | 0.9830 | 0.9626 | 0.9989 | 0.9999 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.502 | 110 | 0.2 |  | 0.9598 | 0.9966 | 0.9994 | 1.0000 | 0.9996 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.502 | 110 | 0.4 |  | 0.9636 | 0.9940 | 0.9988 | 0.9972 | 0.9991 | 0.9997 | 0.9997 | 0.9997 | 0.9996 | 0.9998 | 0.9998 |
| 0.5 | 0.501 | 110 | 0.6 |  | 0.9665 | 0.9905 | 0.9961 | 0.9928 | 0.9959 | 0.9970 | 0.9960 | 0.9971 | 0.9982 | 0.9970 | 0.9978 |
| 0.5 | 0.501 | 110 | 0.8 |  | 0.9710 | 0.9865 | 0.9800 | 0.9875 | 0.9908 | 0.9883 | 0.9904 | 0.9911 | 0.9897 | 0.9907 | 0.9895 |
| 0.7 | 0.714 | 20 | 0.0 | 0.7002 | 0.4900 | 0.7862 | 0.9168 | 0.9700 | 0.9904 | 0.9970 | 0.9894 | 0.9955 | 0.9977 | 0.9991 | 0.9996 |
| 0.7 | 0.716 | 20 | 0.2 |  | 0.5247 | 0.7706 | 0.8736 | 0.9280 | 0.8683 | 0.9190 | 0.9470 | 0.9623 | 0.9714 | 0.9797 | 0.9655 |
| 0.7 | 0.711 | 20 | 0.4 |  | 0.5317 | 0.7400 | 0.8344 | 0.7568 | 0.8258 | 0.8661 | 0.8915 | 0.9119 | 0.8780 | 0.8979 | 0.9128 |
| 0.7 | 0.716 | 20 | 0.6 |  | 0.5747 | 0.7280 | 0.7974 | 0.7350 | 0.7876 | 0.8226 | 0.7813 | 0.8087 | 0.8322 | 0.8008 | 0.8210 |
| 0.7 | 0.708 | 20 | 0.8 |  | 0.5985 | 0.7053 | 0.6549 | 0.7098 | 0.7423 | 0.7100 | 0.7343 | 0.7545 | 0.7317 | 0.7469 | 0.7290 |
| 0.7 | 0.705 | 50 | 0.0 | 0.9678 | 0.9348 | 0.9958 | 0.9998 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.706 | 50 | 0.2 |  | 0.9351 | 0.9921 | 0.9987 | 0.9997 | 0.9995 | 0.9998 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.708 | 50 | 0.4 |  | 0.9416 | 0.9878 | 0.9963 | 0.9934 | 0.9967 | 0.9985 | 0.9991 | 0.9996 | 0.9992 | 0.9996 | 0.9997 |
| 0.7 | 0.708 | 50 | 0.6 |  | 0.9426 | 0.9813 | 0.9907 | 0.9857 | 0.9909 | 0.9933 | 0.9909 | 0.9926 | 0.9942 | 0.9921 | 0.9934 |
| 0.7 | 0.702 | 50 | 0.8 |  | 0.9509 | 0.9761 | 0.9668 | 0.9776 | 0.9836 | 0.9793 | 0.9825 | 0.9849 | 0.9822 | 0.9845 | 0.9810 |
| 0.7 | 0.703 | 80 | 0.0 | 0.9968 | 0.9930 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.704 | 80 | 0.2 |  | 0.9953 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 80 | 0.4 |  | 0.9944 | 0.9998 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.705 | 80 | 0.6 |  | 0.9938 | 0.9992 | 0.9995 | 0.9993 | 0.9995 | 0.9997 | 0.9994 | 0.9995 | 0.9996 | 0.9996 | 0.9996 |
| 0.7 | 0.702 | 80 | 0.8 |  | 0.9934 | 0.9972 | 0.9961 | 0.9978 | 0.9984 | 0.9980 | 0.9984 | 0.9986 | 0.9983 | 0.9988 | 0.9984 |
| 0.7 | 0.702 | 110 | 0.0 | 1.0000 | 0.9997 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.2 |  | 0.9992 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.702 | 110 | 0.4 |  | 0.9995 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.6 |  | 0.9995 | 0.9999 | 1.0000 | 0.9999 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.8 |  | 0.9995 | 0.9997 | 0.9997 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 0.9999 | 1.0000 | 1.0000 |

Table 4: Power table for principal components

| ES | obsES | nsub | corr | PC2 | PC3 | PC4 | PC5 | PC6 | PC7 | PC8 | PC9 | PC10 | PC11 | PC12 |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0.0 | 0.000 | 20 | 0.0 | 0.0505 | 0.0506 | 0.0498 | 0.0489 | 0.0513 | 0.0500 | 0.0506 | 0.0506 | 0.0489 | 0.0473 | 0.0462 |
| 0.0 | 0.002 | 20 | 0.2 | 0.0509 | 0.0499 | 0.0497 | 0.0492 | 0.0489 | 0.0486 | 0.0506 | 0.0493 | 0.0493 | 0.0484 | 0.0497 |
| 0.0 | 0.003 | 20 | 0.4 | 0.0497 | 0.0512 | 0.0498 | 0.0496 | 0.0480 | 0.0488 | 0.0496 | 0.0492 | 0.0488 | 0.0485 | 0.0483 |
| 0.0 | 0.002 | 20 | 0.6 | 0.0477 | 0.0457 | 0.0460 | 0.0458 | 0.0469 | 0.0465 | 0.0472 | 0.0452 | 0.0454 | 0.0453 | 0.0463 |
| 0.0 | 0.000 | 20 | 0.8 | 0.0495 | 0.0489 | 0.0514 | 0.0513 | 0.0500 | 0.0499 | 0.0490 | 0.0492 | 0.0501 | 0.0510 | 0.0514 |
| 0.0 | -0.001 | 50 | 0.0 | 0.0497 | 0.0479 | 0.0468 | 0.0495 | 0.0510 | 0.0505 | 0.0524 | 0.0513 | 0.0488 | 0.0488 | 0.0492 |
| 0.0 | -0.001 | 50 | 0.2 | 0.0465 | 0.0464 | 0.0476 | 0.0485 | 0.0456 | 0.0438 | 0.0447 | 0.0453 | 0.0448 | 0.0458 | 0.0475 |
| 0.0 | -0.001 | 50 | 0.4 | 0.0443 | 0.0452 | 0.0459 | 0.0465 | 0.0464 | 0.0472 | 0.0483 | 0.0474 | 0.0478 | 0.0471 | 0.0470 |
| 0.0 | 0.001 | 50 | 0.6 | 0.0515 | 0.0512 | 0.0506 | 0.0524 | 0.0520 | 0.0516 | 0.0512 | 0.0520 | 0.0502 | 0.0500 | 0.0504 |
| 0.0 | -0.001 | 50 | 0.8 | 0.0476 | 0.0477 | 0.0488 | 0.0487 | 0.0481 | 0.0496 | 0.0508 | 0.0503 | 0.0504 | 0.0501 | 0.0506 |
| 0.0 | 0.000 | 80 | 0.0 | 0.0513 | 0.0512 | 0.0506 | 0.0508 | 0.0512 | 0.0520 | 0.0516 | 0.0495 | 0.0507 | 0.0507 | 0.0542 |
| 0.0 | 0.000 | 80 | 0.2 | 0.0490 | 0.0485 | 0.0480 | 0.0481 | 0.0476 | 0.0483 | 0.0480 | 0.0479 | 0.0468 | 0.0472 | 0.0469 |
| 0.0 | 0.002 | 80 | 0.4 | 0.0508 | 0.0512 | 0.0534 | 0.0522 | 0.0522 | 0.0518 | 0.0527 | 0.0519 | 0.0524 | 0.0537 | 0.0536 |
| 0.0 | 0.001 | 80 | 0.6 | 0.0515 | 0.0502 | 0.0498 | 0.0485 | 0.0498 | 0.0504 | 0.0498 | 0.0483 | 0.0498 | 0.0487 | 0.0490 |
| 0.0 | 0.001 | 80 | 0.8 | 0.0476 | 0.0487 | 0.0489 | 0.0480 | 0.0500 | 0.0499 | 0.0487 | 0.0492 | 0.0500 | 0.0485 | 0.0497 |
| 0.0 | 0.000 | 110 | 0.0 | 0.0496 | 0.0487 | 0.0468 | 0.0479 | 0.0472 | 0.0482 | 0.0475 | 0.0481 | 0.0499 | 0.0499 | 0.0538 |
| 0.0 | 0.000 | 110 | 0.2 | 0.0519 | 0.0488 | 0.0487 | 0.0471 | 0.0476 | 0.0477 | 0.0489 | 0.0508 | 0.0492 | 0.0514 | 0.0516 |
| 0.0 | 0.000 | 110 | 0.4 | 0.0521 | 0.0491 | 0.0513 | 0.0509 | 0.0507 | 0.0529 | 0.0526 | 0.0516 | 0.0516 | 0.0504 | 0.0525 |
| 0.0 | -0.001 | 110 | 0.6 | 0.0547 | 0.0555 | 0.0552 | 0.0547 | 0.0534 | 0.0540 | 0.0531 | 0.0527 | 0.0549 | 0.0542 | 0.0541 |
| 0.0 | 0.001 | 110 | 0.8 | 0.0501 | 0.0502 | 0.0505 | 0.0506 | 0.0512 | 0.0513 | 0.0517 | 0.0518 | 0.0517 | 0.0520 | 0.0520 |
| 0.3 | 0.305 | 20 | 0.0 | 0.2537 | 0.2797 | 0.2996 | 0.3223 | 0.3385 | 0.3599 | 0.3699 | 0.3798 | 0.3997 | 0.4143 | 0.4239 |
| 0.3 | 0.306 | 20 | 0.2 | 0.3044 | 0.3599 | 0.4045 | 0.4419 | 0.4696 | 0.4911 | 0.5100 | 0.5209 | 0.5330 | 0.5466 | 0.5520 |
| 0.3 | 0.307 | 20 | 0.4 | 0.2965 | 0.3231 | 0.3437 | 0.3633 | 0.3712 | 0.3784 | 0.3857 | 0.3902 | 0.3950 | 0.4001 | 0.3992 |
| 0.3 | 0.305 | 20 | 0.6 | 0.2726 | 0.2864 | 0.2966 | 0.2996 | 0.3040 | 0.3064 | 0.3096 | 0.3111 | 0.3116 | 0.3124 | 0.3142 |
| 0.3 | 0.306 | 20 | 0.8 | 0.2545 | 0.2608 | 0.2652 | 0.2669 | 0.2712 | 0.2699 | 0.2695 | 0.2718 | 0.2724 | 0.2722 | 0.2738 |
| 0.3 | 0.302 | 50 | 0.0 | 0.4749 | 0.4975 | 0.5302 | 0.5514 | 0.5679 | 0.5869 | 0.6077 | 0.6301 | 0.6462 | 0.6642 | 0.6854 |
| 0.3 | 0.302 | 50 | 0.2 | 0.5957 | 0.6932 | 0.7507 | 0.7896 | 0.8171 | 0.8402 | 0.8533 | 0.8656 | 0.8736 | 0.8807 | 0.8895 |
| 0.3 | 0.306 | 50 | 0.4 | 0.5571 | 0.6118 | 0.6486 | 0.6689 | 0.6846 | 0.6949 | 0.7069 | 0.7111 | 0.7200 | 0.7201 | 0.7244 |
| 0.3 | 0.304 | 50 | 0.6 | 0.5103 | 0.5416 | 0.5565 | 0.5666 | 0.5722 | 0.5788 | 0.5805 | 0.5841 | 0.5881 | 0.5927 | 0.5947 |
| 0.3 | 0.305 | 50 | 0.8 | 0.4766 | 0.4873 | 0.4945 | 0.4981 | 0.4999 | 0.5017 | 0.5046 | 0.5073 | 0.5085 | 0.5081 | 0.5089 |
| 0.3 | 0.301 | 80 | 0.0 | 0.6134 | 0.6411 | 0.6647 | 0.6876 | 0.7053 | 0.7235 | 0.7442 | 0.7648 | 0.7825 | 0.8031 | 0.8195 |
| 0.3 | 0.302 | 80 | 0.2 | 0.7782 | 0.8638 | 0.9086 | 0.9340 | 0.9477 | 0.9568 | 0.9634 | 0.9696 | 0.9730 | 0.9762 | 0.9785 |
| 0.3 | 0.301 | 80 | 0.4 | 0.7242 | 0.7811 | 0.8123 | 0.8319 | 0.8426 | 0.8533 | 0.8595 | 0.8659 | 0.8708 | 0.8730 | 0.8764 |
| 0.3 | 0.301 | 80 | 0.6 | 0.6792 | 0.7128 | 0.7287 | 0.7398 | 0.7466 | 0.7504 | 0.7556 | 0.7586 | 0.7628 | 0.7659 | 0.7661 |
| 0.3 | 0.303 | 80 | 0.8 | 0.6415 | 0.6560 | 0.6620 | 0.6652 | 0.6683 | 0.6704 | 0.6729 | 0.6764 | 0.6767 | 0.6768 | 0.6778 |
| 0.3 | 0.301 | 110 | 0.0 | 0.7048 | 0.7164 | 0.7316 | 0.7586 | 0.7814 | 0.8026 | 0.8217 | 0.8380 | 0.8541 | 0.8687 | 0.8816 |
| 0.3 | 0.301 | 110 | 0.2 | 0.8792 | 0.9414 | 0.9666 | 0.9770 | 0.9846 | 0.9887 | 0.9909 | 0.9940 | 0.9947 | 0.9961 | 0.9968 |
| 0.3 | 0.299 | 110 | 0.4 | 0.8277 | 0.8810 | 0.9001 | 0.9159 | 0.9244 | 0.9310 | 0.9348 | 0.9385 | 0.9424 | 0.9462 | 0.9479 |
| 0.3 | 0.299 | 110 | 0.6 | 0.7928 | 0.8251 | 0.8389 | 0.8487 | 0.8571 | 0.8622 | 0.8650 | 0.8675 | 0.8684 | 0.8710 | 0.8735 |
| 0.3 | 0.303 | 110 | 0.8 | 0.7563 | 0.7715 | 0.7795 | 0.7825 | 0.7857 | 0.7875 | 0.7899 | 0.7902 | 0.7930 | 0.7938 | 0.7946 |
| 0.5 | 0.508 | 20 | 0.0 | 0.5235 | 0.5732 | 0.6239 | 0.6667 | 0.7017 | 0.7309 | 0.7594 | 0.7820 | 0.8018 | 0.8210 | 0.8395 |
| 0.5 | 0.513 | 20 | 0.2 | 0.6051 | 0.6967 | 0.7662 | 0.8098 | 0.8377 | 0.8595 | 0.8752 | 0.8867 | 0.8942 | 0.9038 | 0.9083 |
| 0.5 | 0.512 | 20 | 0.4 | 0.5764 | 0.6338 | 0.6665 | 0.6911 | 0.7073 | 0.7185 | 0.7254 | 0.7343 | 0.7423 | 0.7480 | 0.7507 |
| 0.5 | 0.513 | 20 | 0.6 | 0.5383 | 0.5707 | 0.5850 | 0.5974 | 0.6055 | 0.6095 | 0.6171 | 0.6199 | 0.6213 | 0.6233 | 0.6256 |
| 0.5 | 0.508 | 20 | 0.8 | 0.4956 | 0.5076 | 0.5149 | 0.5200 | 0.5199 | 0.5231 | 0.5252 | 0.5273 | 0.5278 | 0.5277 | 0.5291 |
| 0.5 | 0.504 | 50 | 0.0 | 0.8039 | 0.8418 | 0.8670 | 0.8928 | 0.9159 | 0.9376 | 0.9525 | 0.9649 | 0.9718 | 0.9808 | 0.9834 |
| 0.5 | 0.505 | 50 | 0.2 | 0.9297 | 0.9723 | 0.9879 | 0.9931 | 0.9958 | 0.9968 | 0.9978 | 0.9981 | 0.9987 | 0.9989 | 0.9995 |
| 0.5 | 0.505 | 50 | 0.4 | 0.9109 | 0.9408 | 0.9546 | 0.9647 | 0.9707 | 0.9740 | 0.9755 | 0.9776 | 0.9792 | 0.9806 | 0.9817 |
| 0.5 | 0.504 | 50 | 0.6 | 0.8674 | 0.8946 | 0.9035 | 0.9088 | 0.9158 | 0.9201 | 0.9214 | 0.9229 | 0.9253 | 0.9257 | 0.9267 |
| 0.5 | 0.507 | 50 | 0.8 | 0.8379 | 0.8485 | 0.8561 | 0.8608 | 0.8622 | 0.8648 | 0.8645 | 0.8660 | 0.8685 | 0.8682 | 0.8687 |
| 0.5 | 0.502 | 80 | 0.0 | 0.9029 | 0.9168 | 0.9408 | 0.9569 | 0.9726 | 0.9816 | 0.9872 | 0.9920 | 0.9951 | 0.9964 | 0.9976 |
| 0.5 | 0.504 | 80 | 0.2 | 0.9910 | 0.9989 | 0.9997 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.502 | 80 | 0.4 | 0.9836 | 0.9921 | 0.9946 | 0.9969 | 0.9971 | 0.9973 | 0.9975 | 0.9979 | 0.9980 | 0.9981 | 0.9984 |
| 0.5 | 0.502 | 80 | 0.6 | 0.9724 | 0.9800 | 0.9830 | 0.9852 | 0.9860 | 0.9870 | 0.9880 | 0.9880 | 0.9884 | 0.9887 | 0.9889 |
| 0.5 | 0.501 | 80 | 0.8 | 0.9524 | 0.9577 | 0.9607 | 0.9630 | 0.9628 | 0.9630 | 0.9646 | 0.9658 | 0.9661 | 0.9666 | 0.9665 |
| 0.5 | 0.502 | 110 | 0.0 | 0.9302 | 0.9481 | 0.9687 | 0.9809 | 0.9884 | 0.9934 | 0.9949 | 0.9981 | 0.9991 | 0.9996 | 1.0000 |
| 0.5 | 0.502 | 110 | 0.2 | 0.9993 | 0.9999 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.5 | 0.502 | 110 | 0.4 | 0.9969 | 0.9994 | 0.9997 | 0.9998 | 0.9999 | 0.9999 | 0.9999 | 0.9999 | 0.9998 | 0.9999 | 0.9999 |
| 0.5 | 0.501 | 110 | 0.6 | 0.9937 | 0.9954 | 0.9972 | 0.9975 | 0.9979 | 0.9981 | 0.9985 | 0.9985 | 0.9985 | 0.9988 | 0.9987 |
| 0.5 | 0.501 | 110 | 0.8 | 0.9882 | 0.9913 | 0.9910 | 0.9914 | 0.9918 | 0.9920 | 0.9924 | 0.9923 | 0.9931 | 0.9931 | 0.9935 |
| 0.7 | 0.714 | 20 | 0.0 | 0.7722 | 0.8256 | 0.8702 | 0.9015 | 0.9286 | 0.9433 | 0.9623 | 0.9709 | 0.9793 | 0.9854 | 0.9893 |
| 0.7 | 0.716 | 20 | 0.2 | 0.8491 | 0.9163 | 0.9533 | 0.9690 | 0.9797 | 0.9837 | 0.9870 | 0.9900 | 0.9912 | 0.9920 | 0.9929 |
| 0.7 | 0.711 | 20 | 0.4 | 0.8172 | 0.8704 | 0.8939 | 0.9087 | 0.9170 | 0.9246 | 0.9296 | 0.9319 | 0.9360 | 0.9388 | 0.9403 |
| 0.7 | 0.716 | 20 | 0.6 | 0.7866 | 0.8148 | 0.8284 | 0.8379 | 0.8453 | 0.8523 | 0.8538 | 0.8575 | 0.8607 | 0.8615 | 0.8625 |
| 0.7 | 0.708 | 20 | 0.8 | 0.7362 | 0.7475 | 0.7515 | 0.7588 | 0.7595 | 0.7628 | 0.7639 | 0.7638 | 0.7653 | 0.7659 | 0.7668 |
| 0.7 | 0.705 | 50 | 0.0 | 0.9496 | 0.9702 | 0.9834 | 0.9927 | 0.9954 | 0.9977 | 0.9996 | 0.9998 | 0.9998 | 1.0000 | 1.0000 |
| 0.7 | 0.706 | 50 | 0.2 | 0.9973 | 0.9996 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.708 | 50 | 0.4 | 0.9944 | 0.9983 | 0.9991 | 0.9995 | 0.9995 | 0.9998 | 0.9998 | 0.9999 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.708 | 50 | 0.6 | 0.9882 | 0.9927 | 0.9941 | 0.9945 | 0.9952 | 0.9955 | 0.9960 | 0.9958 | 0.9959 | 0.9958 | 0.9958 |
| 0.7 | 0.702 | 50 | 0.8 | 0.9796 | 0.9829 | 0.9849 | 0.9855 | 0.9853 | 0.9865 | 0.9866 | 0.9868 | 0.9865 | 0.9869 | 0.9867 |
| 0.7 | 0.703 | 80 | 0.0 | 0.9767 | 0.9897 | 0.9969 | 0.9991 | 0.9997 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.704 | 80 | 0.2 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 80 | 0.4 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.705 | 80 | 0.6 | 0.9996 | 0.9996 | 0.9996 | 0.9999 | 0.9998 | 0.9998 | 0.9998 | 0.9999 | 0.9998 | 0.9998 | 0.9998 |
| 0.7 | 0.702 | 80 | 0.8 | 0.9981 | 0.9986 | 0.9989 | 0.9990 | 0.9988 | 0.9989 | 0.9990 | 0.9989 | 0.9991 | 0.9991 | 0.9991 |
| 0.7 | 0.702 | 110 | 0.0 | 0.9912 | 0.9971 | 0.9992 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.2 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.702 | 110 | 0.4 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.6 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.7 | 0.703 | 110 | 0.8 | 0.9999 | 0.9999 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |

# 

# Table titles

Table 1. Demonstration of how MinNSig is determined.  
*Legend*: V1 to V4 are p-values from one-sided t-test, one row for each run of simulation in a given condition. Columns with prefix r2 or r4 show the same p-values rank ordered for either the first two columns, or the first four columns. The final two rows show the number and the proportion of values falling below .05 for that column.

Table 2. Values of MinNSig for different suite sizes of outcomes.  
*Legend*: Entries in body of table show smallest N variables reaching p < .05 that preserve familywise error rate at .05 or less. N prefix denotes suite size for a set of outcomes. Corr indicates correlation between outcomes.

Table 3 (Appendix). Power table for Adjusted NVar Method   
*Legend*: Entries in body of table are proportion of runs giving p < .05. Where ES = 0, this corresponds to familywise error rate; where ES > 0, it is statistical power. Column labels: ES is effect size specified for simulation, obsES is average observed ES for an outcome in this condition, nsub is number of subjects per group, and corr is correlation between outcomes. N1 through N12 specifies size of the suite of outcome variables. Note: only one power value is given for condition N1, as there is no influence of correlation.

Table 4 (Appendix). Power table for Principal Components  
*Legend*: Entries in body of table are proportion of runs giving p < .05. Where ES = 0, this corresponds to familywise error rate; where ES > 0, it is statistical power. Column labels: ES is effect size specified for simulation, obsES is average observed ES for an outcome in this condition, nsub is number of subjects per group, and corr is correlation between outcomes. PC2 through PC12 specifies size of the suite of outcome variables contributing to each principal component.

# Figure titles

Figure 1. Power x Familywise error rate using Adjust NVar method, for small effect size. ## *Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

Figure 2. Power x Familywise error rate using Adjust NVar method, for medium effect size. *Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

Figure 3. Power x Familywise error rate using Adjust NVar method, for large effect size. ## *Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

Figure 4. Power x Familywise error rate using 1st principal component, for small effect size. *Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

Figure 5. Power x Familywise error rate using 1st principal component, for medium effect size.

*Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

Figure 6. Power x Familywise error rate using 1st principal component, for large effect size. *Legend*: Symbols denote sample size per group, and colours denote correlation between outcomes (see Key). Vertical dotted lines show power for single outcome at different sample sizes. Horizontal line shows type I error rate of .05.

# Notes

The script is available on <https://github.com/oscci/MinSigVar>.
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