# 常用命令及操作

## CLI命令

airflow webserver -p 8080 运行webserver ,默认访问端口-p 8080 (可以去掉)

ps -ef|grep -Ei '(airflow-webserver)'| grep master | awk '{print $2}'|xargs -i kill {} 关闭webserver

airflow scheduler 守护进程运行调度器

airflow worker 守护进程运行celery worker

airflow worker 启动celery worker (不能用根用户)：

airflow worker -c 1 守护进程运行celery worker并指定任务并发数为1

airflow pause dag\_id 暂停任务

airflow unpause dag\_id 取消暂停，等同于在管理界面打开off按钮

airflow list\_dags 查看dags列表

airflow list\_tasks dag\_id 查看task列表

airflow clear dag\_id 清空任务实例 -r自动清理掉所有state为running的任务

airflow trigger\_dag dag\_id -r RUN\_ID -e EXEC\_DATE 运行整个dag文件

airflow run dag\_id task\_id execution\_date 运行task

airflow resetdb 重置数据库

airflow initdb 初始化数据库

airflow clear -h 查看参数 其他也可以-h

airflow backfill -s START -e END --mark\_success DAG\_ID 在特定情况下，修改DAG后，为了避免当前日期之前任务的运行，可以使用填补特定时间段的任务。

## 从数据库中完全删除某个DAG的信息

set @dag\_id = 'BAD\_DAG';

delete from airflow.xcom where dag\_id = @dag\_id;

delete from airflow.task\_instance where dag\_id = @dag\_id;

delete from airflow.sla\_miss where dag\_id = @dag\_id;

delete from airflow.log where dag\_id = @dag\_id;

delete from airflow.job where dag\_id = @dag\_id;

delete from airflow.dag\_run where dag\_id = @dag\_id;

delete from airflow.dag where dag\_id = @dag\_id;

比如在数据库进行如下查询

delete from xcom where dag\_id = 'sleep4';

delete from task\_instance where dag\_id = 'sleep4';

delete from sla\_miss where dag\_id = 'sleep4';

delete from log where dag\_id = 'sleep4';

delete from job where dag\_id = 'sleep4';

delete from dag\_run where dag\_id = 'sleep4';

delete from dag where dag\_id = 'sleep4';

# 安装和配置

## 在线安装

pip install apache-airflow

## 离线安装

以 airflow 1.10 版本为例，其他版本的操作也是一致的。

先在联网环境下载安装包，联网的计算机操作系统与 Python 版本最好与生产环境一致，如果不一致，需要为 pip 指定操作系统和 Python 版本。

$ mkdir airflow

$ cd airflow

$ pip download apache-airflow

也可以是apache-airflow[all],这里我们不需要全部，全部可能会有很多依赖

请等待下载完成。

然后将上述文件打包传输至生产环境解压后，进入 airflow目录，执行：

$cd airflow

$ pip install apache-airflow --no-index -f ./

## 配置

airflow version

#首次运行该命令（其他airflow命令也可以）之后会产生配置文件【第一次运行Airflow时，它将创建一个名为airflow.cfg在你的$AIRFLOW\_HOME文件夹(~/airflow默认情况下）】

执行过会报错，需要配置airflow.cfg来确定数据库等配置，然后执行airflow initdb，初始化数据库。

### 存储路径

先在/etc/profile中配置airflow路径export AIRFLOW\_HOME=/mnt/airflow

然后刷新source /etc/profile

接着使用airflow version，就会在你设置的AIRFLOW\_HOME的目录创建文件和文件夹

### 配置选项

#### 配置初始化数据库，用来储存元数据等

这里用postgresql做例子

格式：sql\_alchemy\_conn =   
postgresql+psycopg2://usernm:passwd@172.16.100.10:5432/dbname

例：sql\_alchemy\_conn =   
postgresql+psycopg2://postgres:postgres@172.16.100.10:5432/airflow1

数据库需要自己先创建好

#### 设置不使用默认dag例子

load\_examples = False

#### 设置不自动backfill

详细信息见下面4.Tips中的Backfill

catchup\_by\_default = False

#### 设置默认时区

详细信息见下面4.Tips中的TimeZone

# 实例

## 编写

DAG脚本就是一个Python脚本，这个脚本需要生成一个Dag对象和若干个参数化了的Operator对象（即Task）。   
DAG的编写十分简单，主要有四个步骤

1. import DAG类和若干operater类以及必要的Python模块
2. 设定默认参数，创建DAG对象。
3. 提供必要的参数（比如task\_id和dag)，创建Task（即Operator对象）
4. 设定Task的上下游依赖关系

下面结合[官网教程的例子](http://incubator-airflow.readthedocs.io/en/latest/tutorial.html)来说明这四个步骤和一些参数的含义。

特别提醒，对于Python2，脚本中含有中文的话（即使是注释），就必须要加下面的文件头来设定文件编码。

1. *# -\*- coding: UTF-8 -\*-*
2. """
3. Code that goes along with the Airflow tutorial located at:
4. https://github.com/airbnb/airflow/blob/master/airflow/example\_dags/tutorial.py
5. """
6. *# ==================== import DAG和若干模块 ====================*
7. from airflow import DAG
8. from airflow.operators.bash\_operator import BashOperator
9. from datetime import datetime, timedelta
10. *# ==================== 创建一个DAG对象 ====================*
11. *# default\_args设置的是DAG的通用参数，这些通用参数会直接传递给DAG下属的所有Task，这些参数也可以在创建Task时传入，*
12. default\_args = {
13. 'owner': 'airflow', *# 这个DAG的所有者，会在Web UI上显示，主要用于方便管理*
14. 'depends\_on\_past': False, *# 是否依赖于过去。如果为True，那么必须要昨天的DAG执行成功了，今天的DAG才能执行。*
15. 'start\_date': datetime(2015, 6, 1), *# DAG的开始时间，比如这里就是从2015年6月1日开始执行第一个DAG。这个参数会影响到部署上线时回填DAG的数量。一般建议写成上线时间的前一天（因为这里的start\_date指的是execute\_date，而Airflow执行的逻辑是，今天的同一时间执行昨天的任务，比如execute\_date=2018-03-01，每天凌晨3点执行，则会在2018-03-02 03:00:00启动这个DAG。特别地，这个参数必须一个datetime对象，不可以用字符串。*
16. 'email': ['airflow@example.com'],# 出问题时，发送报警Email的地址，可以填多个，用逗号隔开。
17. 'email\_on\_failure': False, *# 任务失败且重试次数用完时是否发送Email，推荐填True。*
18. 'email\_on\_retry': False, *# 任务重试时是否发送Email*
19. 'retries': 1, *# 任务失败后的重试次数*
20. 'retry\_delay': timedelta(minutes=5), *# 重试间隔，必须是timedelta对象。*
21. *# 'queue': 'bash\_queue', 队列，默认是default，决定实际执行任务会发送到哪个worker*
22. *# 'pool': 'backfill', pool是一个分类限制并发量的设计，目前来说可以忽略，默认所有的Task都在一个pool里。*
23. *# 'priority\_weight': 10, 优先级权重，在任务需要排队时而你需要优先执行某些任务时会有用*
24. *# 'end\_date': datetime(2016, 1, 1), # 结束时间，一般线上任务都会一直跑下去，所以没必要设置。*
25. }
26. dag = DAG('tutorial', default\_args=default\_args,schedule\_interval="0 3 \* \* \*") *# 第一个参数固定为dag的名字,schedule\_interval为执行时间间隔，同crontab的语法，在这个例子中表示每天凌晨3点执行*
27. *# ==================== 创建若干Task ====================*
28. *# t1, t2 and t3 are examples of tasks created by instantiating operators*
29. *# 下面三个Task，都是BashOperator对象，这在Airflow乃至所有的调度系统中都是最常用的对象之一，其效果是执行传入的bash 命令。除了例子中的这些命令之外，和Spark结合，可以写spark 命令，和sqoop结合，可以写sqoop 命令，适用面非常广，而且编写简单，直接，只需要三个参数：task\_id-任务id，bash\_command-bash命令，dag-对应的dag对象*
30. t1 = BashOperator(
31. task\_id='print\_date',
32. bash\_command='date',
33. dag=dag)
34. t2 = BashOperator(
35. task\_id='sleep',
36. bash\_command='sleep 5',
37. retries=3,
38. dag=dag)
39. *# 下面的bash命令用到了macros（宏）这个特性，这里用'{{ ds }}'来指代任务的执行日期，比如这个任务的某一天的执行日期是2018-01-01，那么'{{ ds }}'就会被替换成'2018-01-01'，这在做一些和时间密切相关的变量时非常有用。这个特性背后的机制是Jinja2模版的render(渲染)功能，每个Operator都可以指定某些参数用于render，比如BashOperator就特别指定了bash\_command，要有更深入全面的认识，则需要去查看Operator的源码。*
40. templated\_command = """
41. {% for i in range(5) %}
42. echo "{{ ds }}"
43. echo "{{ macros.ds\_add(ds, 7)}}"
44. echo "{{ params.my\_param }}"
45. {% endfor %}
46. """
47. t3 = BashOperator(
48. task\_id='templated',
49. bash\_command=templated\_command,
50. params={'my\_param': 'Parameter I passed in'},
51. dag=dag)
52. *# ==================== 设定Task依赖关系 ====================*
53. *# 设定依赖有两种方式，一种是使用对象的方法，set\_upstream和set\_downstream来设置上下游依赖，另一种是使用运算符，比如下面的 t3 << t1，表示t3是t1的下游对象。推荐使用第二种，更简单直观，而且可以在一行里写出整个依赖链条，比如说t1 下游t2，t2下游t3，就可以写成t1 >> t2 >> t3。*
54. t2.set\_upstream(t1)
55. t3 << t1

上面这个脚本最终会得到下图的任务依赖关系   
![任务依赖](data:image/png;base64,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)

## 调试

在编写完成之后就进入调试阶段，这一阶段主要的目的就是DeBug，步骤如下：   
1. **语法检查**：用Python命令执行该脚本，确保没有语法错误。   
2. **上传到服务器**：将脚本上传至服务器，使用airflow list\_dags | grep your\_dag\_name（你的dag的名字，比如上面的例子里，就是tutorial)来检查Airflow是否识别出了你的dag。一般来说，只要第一个Python运行没问题，就能识别出来。   
3. **DAG测试**：在服务器上输入命令 airflow backfill your\_dag\_name -s '2018-03-06' -e '2018-03-07' -l。backfill命令本身是用于回填的，-s表示开始时间，-e表示结束时间(到该时间为止，比如在这条语句中，如果DAG的执行间隔为1天，则只会生成03-06的DAG Run，不会生成03-07的），使用该命令可以回填多个DAG Run，按当前语句设置则只会生成一个，适合用于测试整个DAG的运行状况，最后有个-l参数，表示些任务在本地机器上执行（在部署好的集群上做测试时，这样做可以仅仅更新用于测试服务器上的DAG文件，直到测试完成之后再更新worker服务器上的DAG文件）。   
4. **Task Debug**:如果在3中的测试出了问题，系统会提示是哪个Task出了问题，这时候首先修改代码，然后重复1,2的操作，再执行airflow test your\_dag\_name bug\_task\_id 2018-03-06，单独测试这个Task的执行情况。依此法修复所有有问题的task。然后再执行命令airflow clear your\_dag\_id，清理干净所有的Task，最后重复3的操作，直到能成功运行完所有的task。整个调试阶段就算完成了。

## 部署

当完成了调试之后，就可以把代码部署到线上了。   
Airflow的生产环境一般使用Celery Worker来执行任务，可以搞出分布式的worker，方便在任务量增加之后通过增加机器的方式来保证计算的效率。相应的，这就要求所有机器上的DAG脚本都是一致的。因此在调试完成之后，就需要把所有Worker上的DAG脚本都更新好。最后在Scheduler所在的服务器，执行airflow unpause your\_dag\_id，激活这个DAG。然后在Airflow Web UI上检查这个DAG是否已经在激活列表里，是否已经在回填DAG Run（在激活之后会自动回填，比如设定DAG 的start\_date为2018-03-05，在2018-03-07上线激活的话，会自动回填2018-03-05和2018-03-06两天的DAG Run）

## 总结运维的一般流程

经过一段时间的使用，结合多次救火的经验，我大致总结出了一套简单的运维流程，可以节约维护现有DAG的时间，腾出更多的时间来开发新的DAG。

1. 每天上班第一件事，打开Airflow的Web面板，查看DAG列表中的Recent Tasks，可以了解到最近的DAG Run的Task的执行情况概括，如果全是深绿色(success)，万事OK，又度过了安全的一天，可以开始干点别的了。
2. 如果不幸看到了浅绿色(running)或者红色(failed)，那么就是出问题了。如果是running，说明Task被卡住，一直无法完成。这个处理相对麻烦些，首先，要让DAG停下来，也就是把DAG Run的state设定为failed，让DAG Run停止运行。接着，登陆到Web所在的服务器，执行airflow clear you\_dag -r，会自动清理掉所有state为running的任务，也可以再加上-s execute\_date来限定时间区间，更多细节请使用airflow clear -h命令来学习。总之这一步主要是让DAG停下来。然后下一步再开始排查。使用airflow test dag\_id task\_id execute\_date来测试被卡住的task。如果test过程中报错，就根据log来排查，直到能顺利运行完成。由于Airflow是使用Operator来封装各种操作的，可能实际上有些关键的log信息，可能并没有传递给Airflow的log。如果出现了这样的问题，就需要手动地在服务器上执行相应操作的shell命令来重现问题了。当Task能够顺利运行之后，就可以尝试把DAG Run的state改为running，这样它就会自动启动那些被clear命令删掉的Task Instance，自动跳过已经执行成功的Task Instance，直接从卡住的Task开始执行。   
   在实际使用中，DAG Run failed的情况更常见，Debug方法与running的相似，但因为DAG Run已经结束了运行，所以不再需要在服务器上执行clear命令来停止任务，只需要在测试Task能顺利运行之后，在Browse –> Task Instance下把相应的Task Instance删除掉，然后再把DAG Run设置为running就可以了。
3. 补充说明：为什么在2.中，需要先删除掉有问题的Task Instance再重新启动DAG Run呢？这是因为，一个DAG Run，管理着它相应Task的Instance，在实际执行时，会按照执行图，从所有的无上游结点开始向下遍历，逐个启动Task Instance并等其执行完成。当从失败中恢复时，如果之前的Task Instance已经执行结束（success或者failed），那么DAG Run会直接跳过，success是跳过当前Task Instance，前进到下游Task，而failed则是直接让整个DAG Run failed。所以，为了保证DAG Run能顺利执行完成全部任务，就需要删除掉这些有问题的Task Instance，这样以来，当DAG Run重启后，会自动生成这些Task Instance。这样的机制在一定程度上节约了出错恢复需要的时间，还是挺有用的，代价就是恢复时稍微麻烦了一点，不能简单粗暴地直接重启。

# 分布式使用celery

celery使用rabbitmq作为broker

需先安装celery

pip install apache-airflow[celery]

#在airflow.cfg中配置

executor = CeleryExecutor

#celery4.x的broker需要填pyamqp而不是amqp

broker\_url = pyamqp://myuser:mypassword@centos01:5672/myvhost

# 设定结果存储后端result\_backend，可以与broker\_url相同，不需是pyamqp

result\_backend = amqp://myuser:mypassword@centos01:5672/myvhost（不推荐）或者

result\_backend = db+postgresql+psycopg2://postgres:postgres@192.168.3.191:5432/airflow（推荐）

注意账号myuser密码mypassword还有myvhost别写错

注：！！！启动worker时不能用root用户启动，否则会报错，可以进行修改。

分布式使用airflow会分发DAG中的task到不同节点执行，无论task之间有无依赖，

所以当单机程序运行时，其他节点可能没有资源，导致程序运行失败

想要在指定节点运行指定task，需设置worker的queue

例：

task\_1 = BashOperator(

dag=dag,

task\_id='task\_a'

)

task\_2 = PythonOperator(

dag=dag,

task\_id='task\_b',

queue='special'

)

注意，在气流中有这个设置。CFG：

# Default queue that tasks get assigned to and that worker listen on.

default\_queue = default

所以，如果你用这个开始你的工人：

Server A> airflow worker

Server B> airflow worker --queues special

Server C> airflow worker --queues default,special

然后Task1可以由服务器A拾取，而TaskS2可以被服务器B C拾取。

# Tips

Airflow有自己的一套设计逻辑，有一些地方与一般的认知不一样，这里特别说明一下。

* 每个DAG Run都有一个execute\_date，这个日期就是宏变量中的ds，代表执行日期。但这个执行日期不是我们理解的，启动任务的日期，而是启动任务日期的前一天。也就是说，execute\_date=2018-03-06的DAG Run,会在2018-03-07这一天，相同的时间点上生成。这是需要特别注意的。
* 如果ETL任务与执行时间无关，只是要求每隔一段时间执行一次，那么可以加一个前置的Task，将所有无上游的任务的上游都设置为这个Task。这个Task会自动跳过之前若干天的任务，保证只执行最近一天的任务。在激活DAG时，这样做可以大大减少初始化消耗的资源。这个Task需要用LatestOnlyOperator来创建，属于模块airflow.operators.latest\_only\_operator，比如在上面的代码例子中，t1(print\_date)是唯一的无上游任务，我们只要加上以下语句，在激活就可以自动跳过前面若干天的任务，只执行最新任务。代码如下：

1. from airflow.operators.latest\_only\_operator import LatestOnlyOperator
2. lastest = LatestOnlyOperator(task\_id='lastest',dag=dag)
3. lastest >> t1

## DAG Runs和Task Instances

前面所写的都是针对一个DAG的，显然我们实际工作中肯定需要管理多个DAG的，如果我们就是想迅速找出某些有问题的DAG Run或者Task Instance呢？这个时候就需要弄个表格+筛选功能了。在页面的顶部导航栏上，Browse –> Task Instance/DAG Runs，就可以看到所有的Task Instance或DAG Run的情况。可以使用Add Filter添加筛选条件，或者使用search 框来快速搜索，然后勾选想要处理的Task Instance或DAG Run，使用With selected来执行相应的批量操作。

## **TimeZone**

### **在airflow家目录下修改airflow.cfg，设置**

**default\_timezone = Asia/Shanghai**

### **进入airflow包的安装位置,也就是site-packages的位置,以下修改文件均为相对位置**

**# 这我安装airflow包的位置(大家自行参考)**

**cd /opt/dist/anaconda3/lib/python3.6/site-packages**

### **修改airflow/utils/timezone.py**

**3.1 在 utc = pendulum.timezone(‘UTC’) 这行(第27行)代码下添加,**

**from airflow import configuration as conf**

**try:**

**tz = conf.get("core", "default\_timezone")**

**if tz == "system":**

**utc = pendulum.local\_timezone()**

**else:**

**utc = pendulum.timezone(tz)**

**except Exception:**

**pass**

**3.2 修改utcnow()函数 (在第69行)**

**原代码 d = dt.datetime.utcnow()**

**修改为 d = dt.datetime.now()**

### **修改airflow/utils/sqlalchemy.py**

**在utc = pendulum.timezone(‘UTC’) 这行(第37行)代码下添加**

**from airflow import configuration as conf**

**try:**

**tz = conf.get("core", "default\_timezone")**

**if tz == "system":**

**utc = pendulum.local\_timezone()**

**else:**

**utc = pendulum.timezone(tz)**

**except Exception:**

**pass**

### **修改airflow/www/templates/admin/master.html(第31行)**

**把代码 var UTCseconds = (x.getTime() + x.getTimezoneOffset()\*60\*1000);**

**改为 var UTCseconds = x.getTime();**

**把代码 "timeFormat":"H:i:s %UTC%",**

**改为 "timeFormat":"H:i:s",**

**最后重启airflow-webserver即可**

## ****Backfill设置不自动回填运行****

可以把它简单的理解成当你错过了某一次执行时间之后，往回去补充执行的行为。我们可以使用手动方法来执行这个行为

airflow backfill sensors -s 2015-06-01 -e 2015-06-07

他会回补这个时间段开始的 和 -e 后面时间段结束期间所有的任务执行。回补的意思就是把没有执行的操作都执行一遍。

这个特性想法很好，但是自自动触发的时候不注意就会产生非常不可预期的问题。

比如刚才在上面我们谈到的在给 dag 配置的时候指定的 default\_args 上面有一个参数 start\_date。如果我们不给 dag 指定不回补，那么 airflow 会默认回补从系统当前时间到我们指定的 start\_date 期间的任务。如果这个参数设置得不恰当会打来恐怖的回补，所以一般我都会禁用回补。

sensors\_dag = DAG(

'sensors\_dag',

default\_args=default\_args,

schedule\_interval=u'0 0 \* \* \*',

catchup=False)

指定 catchup=False 。让他从最新的任务时间点开始执行。这个在官方文档 Scheduling & Triggers 一章有详细提到。

如果不想回填，可以在dag参数default\_args中设置catchup=False或'catchup':False。或者在airflow.cfg中配置catchup\_by\_default=False

## 不能用root用户启动celery worker

解决方案一：修改airlfow源码，在celery\_executor.py中强制设置C\_FORCE\_ROOT

from celery import Celery, platforms

在app = Celery(…)后新增

platforms.C\_FORCE\_ROOT = True

重启即可

解决方案二：在容器初始化环境变量的时候，设置C\_FORCE\_ROOT参数，以零侵入的方式解决问题

强制celery worker运行采用root模式

vim /etc/profiole

export C\_FORCE\_ROOT=True

vim ~/.bashrc

export C\_FORCE\_ROOT=True

# 编写

超时标记为失败，只有一个dag会运行

*# coding: utf-8***from** datetime **import** datetime, timedelta  
**import** airflow   
**from** airflow **import** DAG  
**from** airflow.operators.bash\_operator **import** BashOperator  
  
bash1 = **'''  
path='/mnt'  
tee -a $path/aa.txt <<< 'task4 start'  
tee -a $path/aa.txt <<< `date`  
tee -a $path/aa.txt <<< 'start sleep 20'  
sleep 20  
tee -a $path/aa.txt <<< `date`  
'''**  
default\_args = {  
 **'start\_date'**: datetime(2019, 7, 7),  
  *# 'retries': 10,  
 # 'retry\_delay': timedelta(seconds=5),*  
 **'execution\_timeout'**: timedelta(seconds=10),  
 *# 'depends\_on\_past': True,  
 # 'wait\_for\_downstream': True 上游seccess完毕下游才会开始*}  
  
dag = DAG(**'sleep4'**, default\_args=default\_args, schedule\_interval=timedelta(seconds=30), max\_active\_runs=1)  
*# max\_active\_runs=1为最多只运行一个dag*  
*# dagrun\_timeout=timedelta(seconds=10)) 用这个不会停止任务，整个dag会直接失败，但任务仍在运行*t1 = BashOperator(task\_id=**'task4'**, bash\_command=bash1, dag=dag)  
*# , trigger\_rule="all\_done"*

# 项目调度

*# coding: utf-8***from** datetime **import** datetime, timedelta  
**import** airflow   
**from** airflow **import** DAG  
**from** airflow.operators.bash\_operator **import** BashOperator  
  
bash1 = **'''  
path='/mnt/crontab\_test/DataFusion\_V2.0/logs'  
path1='/mnt/crontab\_test/DataFusion\_V2.0/DataAggregate\_v2'  
path2='/mnt/crontab\_test/DataFusion\_V2.0/AutoMapBuilding'  
logname="$(date +"%Y-%m-%d-%H")"  
tee -a $path/$logname <<< `date`  
cd $path1  
python -u horizon.py >> $path/$logname 2>&1  
cd $path2  
python -u AutoMapBuilding.py >> $path/$logname 2>&1  
'''**default\_args = {  
 **'start\_date'**: datetime(2019, 7, 11),   
 **'execution\_timeout'**: timedelta(hours=2)   
}  
  
dag = DAG(**'main\_process'**, default\_args=default\_args, schedule\_interval=timedelta(hours=1), max\_active\_runs=1)  
*# dagrun\_timeout=timedelta(seconds=30))用这个不会停止任务，整个dag会直接失败，但任务仍在运行*t1 = BashOperator(task\_id=**'task4'**, bash\_command=bash1, dag=dag)  
*# , trigger\_rule="all\_done"*

# 高可用，健壮的airflow

增加单个 worker 节点的守护进程数来垂直扩展集群

{AIRFLOW\_HOME}/airflow.cfg 中 celeryd\_concurrency 的值来实现，例如：

celeryd\_concurrency **=** 30

您可以根据实际情况，如集群上运行的任务性质，CPU 的内核数量等，增加并发进程的数量以满足实际需求。