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一、实验过程中，是否对输入数据进行了归一化或标准化处理？试说明这两种方法的区别，并分析为什么线性回归模型可能对特征的尺度敏感。

本次实验对输入数据进行了归一化处理。归一化是将数据缩放到[0,1]范围内，而标准化是将数据变换为均值为 0，标准差为 1 的分布。

在线性回归模型中，如果使用梯度下降方法来估计模型参数，特征值会直接参与计算，尺度大的特征会导致其对应的参数过快或过慢。

二、对于线性回归目标函数，推导给出参数的解析解形式，并思考对于实验所使用的数据集而言，采用标准方程组法求解参数相较于梯度下降法有何优势或劣势。

方程组法不需要迭代调参，能够快速拟合出精确解，适合于类似本次实验的小规模数据集

三、实验中使用的评估指标（如均方误差MSE、均方根误差RMSE、决定系数）分别反映了模型的哪些性能？如果某次实验的值为负，可能是什么原因导致的？

MSE（均方误差）：反映预测值与真实值的平均平方误差。

RMSE（均方根误差）**：**MSE的平方根，与目标变量单位一致。

决定系数：模型解释的目标变量方差比例。

决定系数为负的原因是模型预测效果差于直接用均值预测。常见于严重过拟合或特征与目标变量无关

四、在实验中，如果原始数据中存在非线性关系（如特征与目标变量呈二次函数关系），直接使用线性回归会导致模型性能不佳，思考通过何种方式能够更好的拟合特征与目标变量之间的关系。

我们可能可以尝试多项式回归模型，或采用特征变换，对特征取对数指数等，也可以尝试决策树等非线性模型。

五、你对本次实验课程内容、课程形式、实践平台使用等方面有哪些意见及改进建议？

通过本次实验可以发现，实验平台无法承受短时间内大量的访问请求。希望课程组能够更换实验平台或与平台协商，优化平台使用体验。