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#Importing required packages

library(psych)  
library(FNN)  
library(ISLR)  
library(class)

##   
## Attaching package: 'class'

## The following objects are masked from 'package:FNN':  
##   
## knn, knn.cv

library(caret)

## Loading required package: ggplot2

##   
## Attaching package: 'ggplot2'

## The following objects are masked from 'package:psych':  
##   
## %+%, alpha

## Loading required package: lattice

library(caTools)

#Importing dataset

universalbank <- read.csv("C:\\Users\\Osama Zahir\\Downloads\\UniversalBank.csv")  
summary(universalbank)

## ID Age Experience Income ZIP.Code   
## Min. : 1 Min. :23.00 Min. :-3.0 Min. : 8.00 Min. : 9307   
## 1st Qu.:1251 1st Qu.:35.00 1st Qu.:10.0 1st Qu.: 39.00 1st Qu.:91911   
## Median :2500 Median :45.00 Median :20.0 Median : 64.00 Median :93437   
## Mean :2500 Mean :45.34 Mean :20.1 Mean : 73.77 Mean :93153   
## 3rd Qu.:3750 3rd Qu.:55.00 3rd Qu.:30.0 3rd Qu.: 98.00 3rd Qu.:94608   
## Max. :5000 Max. :67.00 Max. :43.0 Max. :224.00 Max. :96651   
## Family CCAvg Education Mortgage   
## Min. :1.000 Min. : 0.000 Min. :1.000 Min. : 0.0   
## 1st Qu.:1.000 1st Qu.: 0.700 1st Qu.:1.000 1st Qu.: 0.0   
## Median :2.000 Median : 1.500 Median :2.000 Median : 0.0   
## Mean :2.396 Mean : 1.938 Mean :1.881 Mean : 56.5   
## 3rd Qu.:3.000 3rd Qu.: 2.500 3rd Qu.:3.000 3rd Qu.:101.0   
## Max. :4.000 Max. :10.000 Max. :3.000 Max. :635.0   
## Personal.Loan Securities.Account CD.Account Online   
## Min. :0.000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.:0.000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median :0.000 Median :0.0000 Median :0.0000 Median :1.0000   
## Mean :0.096 Mean :0.1044 Mean :0.0604 Mean :0.5968   
## 3rd Qu.:0.000 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:1.0000   
## Max. :1.000 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## CreditCard   
## Min. :0.000   
## 1st Qu.:0.000   
## Median :0.000   
## Mean :0.294   
## 3rd Qu.:1.000   
## Max. :1.000

#Eliminating ZIP code and ID from the dataset

ds=subset(universalbank, select=-c(ID, ZIP.Code ))  
summary(ds)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.0 Min. : 8.00 Min. :1.000   
## 1st Qu.:35.00 1st Qu.:10.0 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.0 Median : 64.00 Median :2.000   
## Mean :45.34 Mean :20.1 Mean : 73.77 Mean :2.396   
## 3rd Qu.:55.00 3rd Qu.:30.0 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.0 Max. :224.00 Max. :4.000   
## CCAvg Education Mortgage Personal.Loan   
## Min. : 0.000 Min. :1.000 Min. : 0.0 Min. :0.000   
## 1st Qu.: 0.700 1st Qu.:1.000 1st Qu.: 0.0 1st Qu.:0.000   
## Median : 1.500 Median :2.000 Median : 0.0 Median :0.000   
## Mean : 1.938 Mean :1.881 Mean : 56.5 Mean :0.096   
## 3rd Qu.: 2.500 3rd Qu.:3.000 3rd Qu.:101.0 3rd Qu.:0.000   
## Max. :10.000 Max. :3.000 Max. :635.0 Max. :1.000   
## Securities.Account CD.Account Online CreditCard   
## Min. :0.0000 Min. :0.0000 Min. :0.0000 Min. :0.000   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.000   
## Median :0.0000 Median :0.0000 Median :1.0000 Median :0.000   
## Mean :0.1044 Mean :0.0604 Mean :0.5968 Mean :0.294   
## 3rd Qu.:0.0000 3rd Qu.:0.0000 3rd Qu.:1.0000 3rd Qu.:1.000   
## Max. :1.0000 Max. :1.0000 Max. :1.0000 Max. :1.000

#converting education into factor

ds$Education = as.factor(ds$Education)

#convert education to dummy variables

groups = dummyVars(~.,data = ds) #this creates dummy groups  
ds\_df = as.data.frame(predict(groups, ds))  
summary(ds\_df)

## Age Experience Income Family   
## Min. :23.00 Min. :-3.0 Min. : 8.00 Min. :1.000   
## 1st Qu.:35.00 1st Qu.:10.0 1st Qu.: 39.00 1st Qu.:1.000   
## Median :45.00 Median :20.0 Median : 64.00 Median :2.000   
## Mean :45.34 Mean :20.1 Mean : 73.77 Mean :2.396   
## 3rd Qu.:55.00 3rd Qu.:30.0 3rd Qu.: 98.00 3rd Qu.:3.000   
## Max. :67.00 Max. :43.0 Max. :224.00 Max. :4.000   
## CCAvg Education.1 Education.2 Education.3   
## Min. : 0.000 Min. :0.0000 Min. :0.0000 Min. :0.0000   
## 1st Qu.: 0.700 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median : 1.500 Median :0.0000 Median :0.0000 Median :0.0000   
## Mean : 1.938 Mean :0.4192 Mean :0.2806 Mean :0.3002   
## 3rd Qu.: 2.500 3rd Qu.:1.0000 3rd Qu.:1.0000 3rd Qu.:1.0000   
## Max. :10.000 Max. :1.0000 Max. :1.0000 Max. :1.0000   
## Mortgage Personal.Loan Securities.Account CD.Account   
## Min. : 0.0 Min. :0.000 Min. :0.0000 Min. :0.0000   
## 1st Qu.: 0.0 1st Qu.:0.000 1st Qu.:0.0000 1st Qu.:0.0000   
## Median : 0.0 Median :0.000 Median :0.0000 Median :0.0000   
## Mean : 56.5 Mean :0.096 Mean :0.1044 Mean :0.0604   
## 3rd Qu.:101.0 3rd Qu.:0.000 3rd Qu.:0.0000 3rd Qu.:0.0000   
## Max. :635.0 Max. :1.000 Max. :1.0000 Max. :1.0000   
## Online CreditCard   
## Min. :0.0000 Min. :0.000   
## 1st Qu.:0.0000 1st Qu.:0.000   
## Median :1.0000 Median :0.000   
## Mean :0.5968 Mean :0.294   
## 3rd Qu.:1.0000 3rd Qu.:1.000   
## Max. :1.0000 Max. :1.000

#partitioning the data into training and validation

set.seed(123)  
split = sample.split(ds\_df, SplitRatio = 0.6)  
train.df = subset(ds\_df, split == TRUE)  
valid.df = subset(ds\_df, split == FALSE)  
  
# Print the sizes of the training and validation sets  
print(paste("The size of the training set is:", nrow(train.df)))

## [1] "The size of the training set is: 2857"

print(paste("The size of the Validation set is:", nrow(valid.df)))

## [1] "The size of the Validation set is: 2143"

# normalizing the data

train.norm.df = train.df[,-10] #note that personal income is the 10th variable  
valid.norm.df = valid.df[,-10]  
  
norm.values = preProcess(train.df[,-10], method=c("center", "scale"))  
train.norm.df = predict(norm.values, train.df[,-10])  
Valid.norm.df = predict(norm.values, valid.df[,-10])

#Question 1:

new\_cust = data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 `Securities.Account` = 0,   
 CD.Account = 0,   
 Online = 1,  
 `CreditCard` = 1   
)  
new\_cust

## Age Experience Income Family CCAvg Education.1 Education.2 Education.3  
## 1 40 10 84 2 2 0 1 0  
## Mortgage Securities.Account CD.Account Online CreditCard  
## 1 0 0 0 1 1

# Normalize the new\_cust

new.cust.norm = new\_cust  
new.cust.norm = predict(norm.values, new.cust.norm)

knn1 = class::knn(train = train.norm.df, test = new.cust.norm, cl = train.df$Personal.Loan, k = 1)  
knn1

## [1] 0  
## Levels: 0 1

#Based on the kNN algorithm with a k value of 1 (i.e., considering only the nearest neighbor), the algorithm predicts that the new customer is in the class labeled “0.” which means loan is not accpeted.

# Question 2

accuracy.diff <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 KNN.Pred <- class::knn(train = train.norm.df,   
 test = Valid.norm.df,   
 cl = train.df$Personal.Loan, k = i)  
 accuracy.diff[i, 2] <- confusionMatrix(KNN.Pred,   
 as.factor(valid.df$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy.diff[,2] == max(accuracy.diff[,2]))

## [1] 3

plot(accuracy.diff$k,accuracy.diff$overallaccuracy)

![](data:image/png;base64,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)

# The best K is 3

# Question 3

# Best k value   
best\_k <- 3  
  
# Train the kNN model with the best k  
best\_knn <- class::knn(train = train.norm.df,   
 test = Valid.norm.df,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
# Create the confusion matrix  
confusion\_matrix <- confusionMatrix(best\_knn, as.factor(valid.df$Personal.Loan))  
  
# Display the confusion matrix  
print("Confusion Matrix:")

## [1] "Confusion Matrix:"

print(confusion\_matrix)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1947 70  
## 1 11 115  
##   
## Accuracy : 0.9622   
## 95% CI : (0.9532, 0.9699)  
## No Information Rate : 0.9137   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.72   
##   
## Mcnemar's Test P-Value : 1.16e-10   
##   
## Sensitivity : 0.9944   
## Specificity : 0.6216   
## Pos Pred Value : 0.9653   
## Neg Pred Value : 0.9127   
## Prevalence : 0.9137   
## Detection Rate : 0.9085   
## Detection Prevalence : 0.9412   
## Balanced Accuracy : 0.8080   
##   
## 'Positive' Class : 0   
##

#Question 4:

# Customer data  
new\_cust <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 `Securities.Account` = 0,   
 CD.Account = 0,   
 Online = 1,  
 `CreditCard` = 1   
)  
  
# Normalize the customer data  
new\_cust.norm <- predict(norm.values, new\_cust)  
  
# Classify the customer using the best k (k = 3)  
customer\_classification <- class::knn(train = train.norm.df,   
 test = new\_cust.norm,   
 cl = train.df$Personal.Loan,   
 k = best\_k)  
  
# Display the classification result  
if (customer\_classification == 1) {  
 cat("The customer is classified as 'Accepted (1)' for a personal loan.\n")  
} else {  
 cat("The customer is classified as 'Not Accepted (0)' for a personal loan.\n")  
}

## The customer is classified as 'Not Accepted (0)' for a personal loan.

# Question 5

# Partition the data into training, validation, and test sets (50% : 30% : 20%)  
set.seed(123)  
split1 <- sample.split(ds\_df, SplitRatio = 0.5)  
train\_valid.df <- subset(ds\_df, split1 == TRUE)  
valid\_test.df <- subset(ds\_df, split1 == FALSE)  
  
# Further split the combined validation and test data into 30% validation and 20% test  
split2 <- sample.split(valid\_test.df, SplitRatio = 0.6)  
valid.df <- subset(valid\_test.df, split2 == TRUE)  
test.df <- subset(valid\_test.df, split2 == FALSE)  
  
# Print the sizes of the training, validation, and test sets  
print(paste("The size of the training set is:", nrow(train\_valid.df)))

## [1] "The size of the training set is: 2500"

print(paste("The size of the Validation set is:", nrow(valid.df)))

## [1] "The size of the Validation set is: 1428"

print(paste("The size of the Test set is:", nrow(test.df)))

## [1] "The size of the Test set is: 1072"

# Normalize the data  
norm.values <- preProcess(train\_valid.df[, -10], method = c("center", "scale"))  
train\_valid.norm.df <- predict(norm.values, train\_valid.df[, -10])  
valid.norm.df <- predict(norm.values, valid.df[, -10])  
test.norm.df <- predict(norm.values, test.df[, -10])  
  
# Define the best k value  
best\_k <- 3  
  
# Train the k-NN model with the best k using the training set  
best\_knn\_train <- class::knn(train = train\_valid.norm.df,  
 test = train\_valid.norm.df,  
 cl = train\_valid.df$Personal.Loan,  
 k = best\_k)  
  
# Create the confusion matrix for the training set  
confusion\_matrix\_train <- confusionMatrix(best\_knn\_train, as.factor(train\_valid.df$Personal.Loan))  
  
# Train the k-NN model with the best k using the validation set  
best\_knn\_valid <- class::knn(train = train\_valid.norm.df,  
 test = valid.norm.df,  
 cl = train\_valid.df$Personal.Loan,  
 k = best\_k)  
  
# Create the confusion matrix for the validation set  
confusion\_matrix\_valid <- confusionMatrix(best\_knn\_valid, as.factor(valid.df$Personal.Loan))  
  
# Train the k-NN model with the best k using the test set  
best\_knn\_test <- class::knn(train = train\_valid.norm.df,  
 test = test.norm.df,  
 cl = train\_valid.df$Personal.Loan,  
 k = best\_k)  
  
# Create the confusion matrix for the test set  
confusion\_matrix\_test <- confusionMatrix(best\_knn\_test, as.factor(test.df$Personal.Loan))  
  
# Display the confusion matrices and their differences  
print("Confusion Matrix for Training Set:")

## [1] "Confusion Matrix for Training Set:"

print(confusion\_matrix\_train)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2235 48  
## 1 6 211  
##   
## Accuracy : 0.9784   
## 95% CI : (0.9719, 0.9837)  
## No Information Rate : 0.8964   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8747   
##   
## Mcnemar's Test P-Value : 2.414e-08   
##   
## Sensitivity : 0.9973   
## Specificity : 0.8147   
## Pos Pred Value : 0.9790   
## Neg Pred Value : 0.9724   
## Prevalence : 0.8964   
## Detection Rate : 0.8940   
## Detection Prevalence : 0.9132   
## Balanced Accuracy : 0.9060   
##   
## 'Positive' Class : 0   
##

print("Confusion Matrix for Validation Set:")

## [1] "Confusion Matrix for Validation Set:"

print(confusion\_matrix\_valid)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1301 41  
## 1 6 80  
##   
## Accuracy : 0.9671   
## 95% CI : (0.9565, 0.9757)  
## No Information Rate : 0.9153   
## P-Value [Acc > NIR] : 1.732e-15   
##   
## Kappa : 0.7557   
##   
## Mcnemar's Test P-Value : 7.071e-07   
##   
## Sensitivity : 0.9954   
## Specificity : 0.6612   
## Pos Pred Value : 0.9694   
## Neg Pred Value : 0.9302   
## Prevalence : 0.9153   
## Detection Rate : 0.9111   
## Detection Prevalence : 0.9398   
## Balanced Accuracy : 0.8283   
##   
## 'Positive' Class : 0   
##

print("Confusion Matrix for Test Set:")

## [1] "Confusion Matrix for Test Set:"

print(confusion\_matrix\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 965 38  
## 1 7 62  
##   
## Accuracy : 0.958   
## 95% CI : (0.9442, 0.9692)  
## No Information Rate : 0.9067   
## P-Value [Acc > NIR] : 1.186e-10   
##   
## Kappa : 0.7118   
##   
## Mcnemar's Test P-Value : 7.744e-06   
##   
## Sensitivity : 0.9928   
## Specificity : 0.6200   
## Pos Pred Value : 0.9621   
## Neg Pred Value : 0.8986   
## Prevalence : 0.9067   
## Detection Rate : 0.9002   
## Detection Prevalence : 0.9356   
## Balanced Accuracy : 0.8064   
##   
## 'Positive' Class : 0   
##

# The model performs exceptionally well on the training set, with high accuracy and sensitivity.

# The model performs well on the validation set, with high sensitivity, although specificity has decreased compared to the training set. The model still maintains good accuracy and precision.

# The model performs well on the test set, with high sensitivity and accuracy. However, specificity has further decreased compared to both the training and validation sets.

# The high sensitivity suggests that the model is good at identifying customers who are likely to accept a personal loan, which is valuable for marketing purposes.

# The model shows a trend of decreasing specificity as it moves from the training set to the test set. This means that while the model is very good at correctly identifying customers who would not accept a personal loan (high sensitivity), it tends to produce more false positives in the test set, resulting in a lower specificity.