# Module 6 - Assignment 2

## Agyabeng, Prince

### Statistical Analyses

library(tidyverse)

## Warning: package 'tidyverse' was built under R version 3.4.4

## -- Attaching packages ------------------------------------------ tidyverse 1.2.1 --

## v ggplot2 2.2.1 v purrr 0.2.4  
## v tibble 1.4.1 v dplyr 0.7.5  
## v tidyr 0.8.0 v stringr 1.3.1  
## v readr 1.1.1 v forcats 0.2.0

## Warning: package 'dplyr' was built under R version 3.4.4

## Warning: package 'stringr' was built under R version 3.4.4

## -- Conflicts --------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

Part 1: Importing the dataset

library(readr)  
Advertising <- read\_csv("Advertising.csv")

## Parsed with column specification:  
## cols(  
## ID = col\_integer(),  
## Rating = col\_integer(),  
## Group = col\_integer()  
## )

##View(Advertising)  
  
library(readr)  
Insurance <- read\_csv("Insurance.csv")

## Parsed with column specification:  
## cols(  
## age = col\_integer(),  
## sex = col\_character(),  
## bmi = col\_double(),  
## children = col\_integer(),  
## smoker = col\_character(),  
## region = col\_character(),  
## charges = col\_double()  
## )

##View(Insurance)  
  
library(readxl)  
Perceptions <- read\_excel("Perceptions.xlsx")  
##View(Perceptions)  
  
library(readxl)  
RespiratoryExchangeSample <- read\_excel("RespiratoryExchangeSample.xlsx")  
##View(RespiratoryExchangeSample)

Regression and Correlation

Regression analysis is a statistical method that allows you to examine the relationship between two or more variables of interest. Correlation analysis is a method of statistical evaluation used to study the strength of a relationship between two, numerically measured, continuous variables (e.g. height and weight). This particular type of analysis is useful when a researcher wants to establish if there are possible connections between variables.

Insurance Costs

We would like to determine if we can accurately predict insurance costs based upon the factors included in the data. We would also like to know if there are any connections between variables (for example, is age connected or correlated to charges).

Correlations of bmi, age, children and cost

Insurance2 <- select(Insurance, bmi,age,children, charges)  
View(Insurance2)  
  
cor(Insurance2)

## bmi age children charges  
## bmi 1.0000000 0.1092719 0.01275890 0.19834097  
## age 0.1092719 1.0000000 0.04246900 0.29900819  
## children 0.0127589 0.0424690 1.00000000 0.06799823  
## charges 0.1983410 0.2990082 0.06799823 1.00000000

Corr\_matrix <- cor(Insurance2)  
  
library(corrplot)

## Warning: package 'corrplot' was built under R version 3.4.4

## corrplot 0.84 loaded

library(RColorBrewer)  
corrplot(Corr\_matrix, type="upper", order="hclust",  
col=brewer.pal(n=8, name="RdYlBu"))

![](data:image/png;base64,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)

##It can be seen from the graph that children and people with high bmi have higer insurance charges compared with other variables. Also, Children and charges are highly correlated.

Regression Analysis

MOdel1 <- lm(charges ~ age + bmi + children, data = Insurance2)  
summary(MOdel1)

##   
## Call:  
## lm(formula = charges ~ age + bmi + children, data = Insurance2)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -13884 -6994 -5092 7125 48627   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -6916.24 1757.48 -3.935 8.74e-05 \*\*\*  
## age 239.99 22.29 10.767 < 2e-16 \*\*\*  
## bmi 332.08 51.31 6.472 1.35e-10 \*\*\*  
## children 542.86 258.24 2.102 0.0357 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 11370 on 1334 degrees of freedom  
## Multiple R-squared: 0.1201, Adjusted R-squared: 0.1181   
## F-statistic: 60.69 on 3 and 1334 DF, p-value: < 2.2e-16

##From the coefficients, age and bmi have a higher significant impact on charges as compared to children. Thus, age and bmi have a higher impact on the dependent variabe, charges.

Insurance <- mutate(Insurance, gender=ifelse(sex=="female",1,0))

## Warning: package 'bindrcpp' was built under R version 3.4.4

Insurance <- mutate(Insurance, smoker2=ifelse(smoker=="yes",1,0))  
  
MOdel2 <- lm(charges ~ age + bmi + children + gender + smoker2, data = Insurance)  
summary(MOdel2)

##   
## Call:  
## lm(formula = charges ~ age + bmi + children + gender + smoker2,   
## data = Insurance)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -11837.2 -2916.7 -994.2 1375.3 29565.5   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -12181.10 963.90 -12.637 < 2e-16 \*\*\*  
## age 257.73 11.90 21.651 < 2e-16 \*\*\*  
## bmi 322.36 27.42 11.757 < 2e-16 \*\*\*  
## children 474.41 137.86 3.441 0.000597 \*\*\*  
## gender 128.64 333.36 0.386 0.699641   
## smoker2 23823.39 412.52 57.750 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 6070 on 1332 degrees of freedom  
## Multiple R-squared: 0.7497, Adjusted R-squared: 0.7488   
## F-statistic: 798 on 5 and 1332 DF, p-value: < 2.2e-16

##From the Coefficients table, it can be inferred that age, bmi, children and smoker2 have a higher significant impact on the costs of insurance whiles gender has no significant impact on the cost

Part 3 – Group Comparisons

Group Comparisons with t-tests

The t-test is used to compare the values of the means from two samples and test whether it is likely that the samples are from populations having different mean values. This is often used to compare 2 groups to see if there are any significant differences between these groups.

Caffeine Impacts on Respiratory Exchange Ratio

A study of the effect of caffeine on muscle metabolism used volunteers who each underwent arm exercise tests. Half the participants were randomly selected to take a capsule containing pure caffeine one hour before the test. The other participants received a placebo capsule. During each exercise the subject’s respiratory exchange ratio (RER) was measured. (RER is the ratio of CO2 produced to O2 consumed and is an indicator of whether energy is being obtained from carbohydrates or fats).

summary(RespiratoryExchangeSample)

## Placebo Caffeine   
## Min. : 80.00 Min. :100.0   
## 1st Qu.: 85.00 1st Qu.:106.0   
## Median : 90.00 Median :110.5   
## Mean : 90.11 Mean :110.8   
## 3rd Qu.: 95.25 3rd Qu.:117.0   
## Max. :100.00 Max. :120.0

t.test(RespiratoryExchangeSample$Caffeine, RespiratoryExchangeSample$Placebo)

##   
## Welch Two Sample t-test  
##   
## data: RespiratoryExchangeSample$Caffeine and RespiratoryExchangeSample$Placebo  
## t = 33.742, df = 397.67, p-value < 2.2e-16  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## 19.53631 21.95369  
## sample estimates:  
## mean of x mean of y   
## 110.850 90.105

##From the output, the mean of Caffeine and Placebo are different.

Impact of Advertising

You are a marketing researcher conducting a study to understand the impact of a new marketing campaign. To test the new advertisements, you conduct a study to understand how consumers will respond based on see the new ad compared to the previous campaign. One group will see the new ad and one group will see the older ads. They will then rate the ad on a scale of 0 to 100 as a percentage of purchase likelihood based on the ad. The question you are trying to answer is whether to roll out the new campaign or stick with the current campaign.

summary(Advertising)

## ID Rating Group   
## Min. : 1.0 Min. : 0.00 Min. :1.000   
## 1st Qu.: 250.8 1st Qu.: 25.75 1st Qu.:1.000   
## Median : 500.5 Median : 53.00 Median :1.000   
## Mean : 500.5 Mean : 51.06 Mean :1.499   
## 3rd Qu.: 750.2 3rd Qu.: 76.00 3rd Qu.:2.000   
## Max. :1000.0 Max. :100.00 Max. :2.000   
## NA's :184

t.test(Rating ~ Group, Advertising)

##   
## Welch Two Sample t-test  
##   
## data: Rating by Group  
## t = 1.251, df = 813.95, p-value = 0.2113  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -1.439987 6.500958  
## sample estimates:  
## mean in group 1 mean in group 2   
## 52.33827 49.80779

##Since the means are not equal for both groups, the current campaign should be allowed to continue.

Part 4 – Analysis of Variance

ANOVA

An ANOVA test is a way to find out if survey or experiment results are significant. In other words, they help you to figure out if you need to reject the null hypothesis or accept the alternate hypothesis. Basically, you’re testing groups to see if there’s a difference between them. Examples of when you might want to test different groups: - A group of psychiatric patients are trying three different therapies: counseling, medication and biofeedback. You want to see if one therapy is better than the others. - A manufacturer has two different processes to make light bulbs. They want to know if one process is better than the other. - Students from different colleges take the same exam. You want to see if one college outperforms the other.

Perceptions of Social Media Profiles

This study examines how certain information presented on a social media site might influence perceptions of trust, connectedness and knowledge of the profile owner. Specifically, participants were shown weak, average and strong arguments that would influence their perceptions of the above variables. Using the dataset provided, the following code runs an ANOVA with post-hoc analyses to understand argument strength impacts on perceptions.

aov1 <- aov(Trust ~ Argument, data = Perceptions)  
summary(aov1)

## Df Sum Sq Mean Sq F value Pr(>F)   
## Argument 2 26.59 13.293 16.34 2.4e-07 \*\*\*  
## Residuals 221 179.75 0.813   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

aov2 <- aov(Connectedness ~ Argument, data = Perceptions)  
summary(aov2)

## Df Sum Sq Mean Sq F value Pr(>F)   
## Argument 2 29.7 14.859 9.869 7.85e-05 \*\*\*  
## Residuals 221 332.7 1.506   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

aov3 <- aov(Knowledge ~ Argument, data = Perceptions)  
summary(aov3)

## Df Sum Sq Mean Sq F value Pr(>F)  
## Argument 2 0.47 0.2333 0.315 0.73  
## Residuals 221 163.67 0.7406

TukeyHSD(aov1)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = Trust ~ Argument, data = Perceptions)  
##   
## $Argument  
## diff lwr upr p adj  
## strong-average -0.03333333 -0.3808438 0.3141771 0.9721584  
## weak-average -0.74855856 -1.0972410 -0.3998761 0.0000026  
## weak-strong -0.71522523 -1.0639077 -0.3665427 0.0000073

TukeyHSD(aov2)

## Tukey multiple comparisons of means  
## 95% family-wise confidence level  
##   
## Fit: aov(formula = Connectedness ~ Argument, data = Perceptions)  
##   
## $Argument  
## diff lwr upr p adj  
## strong-average -0.2733333 -0.7461312 0.1994645 0.3615643  
## weak-average -0.8736637 -1.3480561 -0.3992712 0.0000628  
## weak-strong -0.6003303 -1.0747228 -0.1259378 0.0087959

##For avo2 model, post hoc analysis shows that strong-average argument is not significant. On the other hand, for avo3 model, post hoc analysis shows that weak-strong argument is significant.