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# 기계학습(50점)  
# 1.1 데이터 탐색  
# 1.1.1 탐색적 데이터 분석 수행하시오(시각화 포함)  
# 1.1.2 이상치 처리하시오  
# 1.1.3 앞선 두 단계에서 얻은 향후 분석시 고려사항 작성  
  
# 2.1 클래스 불균형을 처리하시오  
# 2.1.1 업 샘플링 과정 설명하고 결과 작성  
# 2.2.2 언더 샘플링 과정 설명하고 결과 작성  
# 2.2.3 둘 중 선택하고 이유 설명  
  
# 3.1 모델링 하시오  
# 3.1.1 최소 3개 이상 알고리즘 제시하고   
# 정확도 측면의 모델 1개와 속도 측면의 모델 1개를 꼭 구현(총 2개 이상)  
# 3.1.2 모델 비교하고 결과 설명  
# 3.1.3 속도 개선을 위한 차원 축소 설명하고 수행, 예측 성능과 속도 비교하고 결과 작성  
  
# 2. 통계분석(50점)  
  
# 1.1 금속 성분 함유량 변수 1개. (1열 데이터)   
# 제품에 금속 재질 함유량의 분산이 1.3을 넘으면 불량이라고 보고있는데,   
# 제조사별로 차이가 난다고 제보를 받음 분산에 대해 검정을 수행하시오.  
# 1.1.1 연구가설과 귀무가설 작성  
# 1.1.2 양측 검정 어쩌고  
# 1.1.3 검정통계량, 가설 채택  
  
  
# 2.1 Lot별 불량 제품 수량 데이터. lot 번호와 불량제품수 두 개의 열. 각 lot별 200개에 대한 불량제품 수.  
# 2.1.1 p관리도에 따라 관리중심선(center line), 관리 상한선, 하한선 구하시오  
# 2.1.2 관리도 시각화 하시오  
  
# 3.1 데이터 없음. 표에 제품 1,2를 만드는데 사용되는 재료 a b c 컬럼 있고   
# 재료에 따라 최종 만들어지는 제품 두 개에 대한 수량 있음.   
# 최하단 행에는 수익이 있음.   
# 제품 수량을 최대로 뽑으면서 수익이 최적이 되도록 하라고 함.(10점)  
  
# 4.1 데이터 없음. 상품 a와 b가 있을 때 다음과 같은 구매 패턴이 있다고 함.   
# aa bb bbbb aa aaa bb bbb aa bb a b 정확히 기억 안나지만 대충 비슷함.   
# 4.1.1 구매하는 패턴으로 봐서 두 상품이 연관이 있는지 가설 세우고 검정하시오  
# 4.1.2 연구가설 귀무가설 세우시오  
# 4.1.3 가설 채택하시오  
  
  
############################ 문제 풀이 ##########################  
# 1.1 데이터 탐색  
# 1.1.1 탐색적 데이터 분석 수행하시오(시각화 포함)  
# 1.1.2 이상치 처리하시오  
# 1.1.3 앞선 두 단계에서 얻은 향후 분석시 고려사항 작성  
  
library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v ggplot2 3.3.5 v purrr 0.3.4  
## v tibble 3.1.4 v dplyr 1.0.7  
## v tidyr 1.1.4 v stringr 1.4.0  
## v readr 2.0.2 v forcats 0.5.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(magrittr)

##   
## 다음의 패키지를 부착합니다: 'magrittr'

## The following object is masked from 'package:purrr':  
##   
## set\_names

## The following object is masked from 'package:tidyr':  
##   
## extract

library(caret)

## 필요한 패키지를 로딩중입니다: lattice

##   
## 다음의 패키지를 부착합니다: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(recipes)

##   
## 다음의 패키지를 부착합니다: 'recipes'

## The following object is masked from 'package:stringr':  
##   
## fixed

## The following object is masked from 'package:stats':  
##   
## step

library(funModeling)

## 필요한 패키지를 로딩중입니다: Hmisc

## 필요한 패키지를 로딩중입니다: survival

##   
## 다음의 패키지를 부착합니다: 'survival'

## The following object is masked from 'package:caret':  
##   
## cluster

## 필요한 패키지를 로딩중입니다: Formula

##   
## 다음의 패키지를 부착합니다: 'Hmisc'

## The following objects are masked from 'package:dplyr':  
##   
## src, summarize

## The following objects are masked from 'package:base':  
##   
## format.pval, units

## funModeling v.1.9.4 :)  
## Examples and tutorials at livebook.datascienceheroes.com  
## / Now in Spanish: librovivodecienciadedatos.ai

library(knitr)  
  
rm(list=ls())  
setwd("D:/#000.자격증공부/#003. ADP실기/각종주제별코드/R과외/study/ADP기출/")  
  
read.csv("data.csv") -> data   
data %>% names()

## [1] "Pregnancies" "Glucose"   
## [3] "BloodPressure" "SkinThickness"   
## [5] "Insulin" "BMI"   
## [7] "DiabetesPedigreeFunction" "Age"   
## [9] "Outcome"

# [1] "Pregnancies" "Glucose" "BloodPressure"   
# [4] "SkinThickness" "Insulin" "BMI"   
# [7] "DiabetesPedigreeFunction" "Age" "Outcome"  
  
data %>% glimpse()

## Rows: 768  
## Columns: 9  
## $ Pregnancies <int> 6, 1, 8, 1, 0, 5, 3, 10, 2, 8, 4, 10, 10, 1, ~  
## $ Glucose <int> 148, 85, 183, 89, 137, 116, 78, 115, 197, 125~  
## $ BloodPressure <int> 72, 66, 64, 66, 40, 74, 50, 0, 70, 96, 92, 74~  
## $ SkinThickness <int> 35, 29, 0, 23, 35, 0, 32, 0, 45, 0, 0, 0, 0, ~  
## $ Insulin <int> 0, 0, 0, 94, 168, 0, 88, 0, 543, 0, 0, 0, 0, ~  
## $ BMI <dbl> 33.6, 26.6, 23.3, 28.1, 43.1, 25.6, 31.0, 35.~  
## $ DiabetesPedigreeFunction <dbl> 0.627, 0.351, 0.672, 0.167, 2.288, 0.201, 0.2~  
## $ Age <int> 50, 31, 32, 21, 33, 30, 26, 29, 53, 54, 30, 3~  
## $ Outcome <int> 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 0, 1, 0, 1, 1, ~

data$Outcome %<>% as.factor()  
  
  
# 목적변수 탐색   
data %>% ggplot() + geom\_bar() +   
 aes(x=Outcome, fill = Outcome)

![](data:image/png;base64,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)

data$Outcome %>% table() %>% prop.table() %>% round(3)

## .  
## 0 1   
## 0.651 0.349

# 탐색 결과   
# 분류 모델이다.   
# 0의 비율이 1에 비해 2배 많다. (Imbalanced data 이다.)