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# **Лабораторная работа №1**

## **О программе**

**Программа написана на языке Python версии 3.10. Для решения задач был реализован класс MyMatrix, содержащий основные операции для работы с матрицами, также использовался модуль numpy.**

**Инструкция к запуску**

**В аргументах командной строки указываем номера заданий, которые необходимо выполнить. Все входные данные хранятся в директории tests в формате json.**

**Пример для выполнения всех заданий: python main.py 1 2 3 4 5**

## **Алгоритм LU-разложения матрицы**

‑разложение матрицы представляет собой разложение матрицы A в произведение нижней и верхней треугольных матриц, т. е. , где — нижняя треугольная матрица, — верхняя треугольная матрица.

‑разложение может быть построено с использованием метода Гаусса. Рассмотрим -й шаг метода Гаусса, на котором осуществляется обнуление поддиагональных элементов -го столбца матрицы . С этой целью используется операция:

В терминах матричных операций такая операция эквивалентна умножению , где элементы матрицы определяются следующим образом

В результате прямого хода метода Гаусса получим ,

де — верхняя треугольная матрица, а — нижняя треугольная матрица, имеющая вид

В дальнейшем -разложение может быть эффективно использовано при решении систем линейных алгебраических уравнений вида . Действительно, подставляя -разложение в СЛАУ, получим , или . Т.е. процесс решения СЛАУ сводится к двум простым этапам:

1. На первом этапе решается СЛАУ . Поскольку матрица системы – нижняя треугольная, решение можно записать в явном виде:
2. На втором этапе решается СЛАУ с верхней треугольной матрицей. Здесь, как и на предыдущем этапе, решение представляется в явном виде:

Зная -разложение легко также получить определитель матрицы и обратную ей матрицу. Определитель находится как произведение элементов на главных диагоналях матриц и :

Обратную матрицу можно найти из отношения . Это уравнение также можно решить методом ‑разложения.

**Входные данные:** ![](data:image/x-wmf;base64,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)

**Метод для LU-разложения:**

def decomposite(matrix):

matrix = array(matrix)

result = zeros((matrix.shape[0], matrix.shape[1]), dtype='float64')

result[0] = matrix[0]

for i in range(1, matrix.shape[0]):

result[i] = matrix[i] + (- matrix[i][0] / result[0][0]) \* result[0]

result[i][0] = matrix[i][0] / result[0][0]

for k in range(1, matrix.shape[0] - 1):

for i in range(k + 1, matrix.shape[0]):

result[i][k + 1:] = result[i][k + 1:] + (- result[i][k] / result[k][k]) \* result[k][k + 1:]

result[i][k] = result[i][k] / result[k][k]

return round(result, ROUND)

**Функция для решения СЛАУ с помощью LU-разложения:**

def solve\_lu\_one\_matrix(lu, b):

size = lu.shape[0]

solutions = array([0] \* size, dtype='float64')

solutions[-1] = b[-1] / lu[-1][-1]

for i in range(size - 2, -1, -1):

solutions[i] = b[i]

for j in range(i + 1, size):

solutions[i] -= lu[i][j] \* solutions[j]

solutions[i] = round(solutions[i] / lu[i][i], ROUND)

solutions = round(solutions, ROUND)

return reshape(solutions, (1, solutions.shape[0]))

**Результат:**

----------01-01----------

LU decompose:

L:

1.0 0 0 0

-0.14285714285714285 1.0 0 0

0.2857142857142857 0.9400000000000001 1.0 0

0.7142857142857143 0.46 -0.1935483870967742 1.0

U:

7 8 4 -6

0.0 7.142857142857142 -1.4285714285714286 -6.857142857142857

0.0 0.0 6.200000000000001 4.16

0.0 0.0 0.0 9.24516129032258

LU decompose check: OK decompose correct

Determinant: 2866.0000000000005

Inversed matrix:

0.14654570830425678 -0.05931612002791349 -0.1228192602930914 0.03210048848569434

-0.07048150732728543 0.052337752965806006 0.04954640614096301 0.08932309839497558

-0.00523377529658058 -0.10502442428471735 0.14724354501046752 -0.07257501744591766

-0.0931612002791347 -0.0694347522679693 0.020935101186322403 0.10816468946266575

Inversion check: OK inversion correct

System solution:

-4.000000000000004

-4.999999999999999

-6.999999999999997

5.0

Solution check: OK solution correct

-------------------------

## Метод прогонки

Метод прогонки является частным случаем метода Гаусса. Он применяется для решения СЛАУ с трехдиагональными матрицами. Рассмотрим СЛАУ:

При этом будем полагать, что и . Решение системы можно искать в виде:

Здесь и – прогоночные коэффициенты, определяемые по формулам:

После того как будут найдены прогоночные коэффициенты (прямой ход), можно вычислить значения неизвестных путем обратной подстановки (обратный ход):

Достаточным условием корректности метода прогонки и устойчивости его к погрешностям вычислений является условие преобладания диагональных коэффициентов:

**Входные данные:** ![](data:image/x-wmf;base64,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)

**Метод решения СЛАУ с трёхдиагональной матрицей:**

def solve\_system\_tridiagonal(self, b):

"""

solves self \* x = b, self is tridiagonal matrix

:param b: free members

:return: solution in column

"""

to\_use = True

n = len(self)

eq = 0

leq = 0

for i in range(1, n-1):

if abs(self[i][1]) < abs(self[i][0]) + abs(self[i][2]) or abs(self[i][1]) < abs(self[i-1][-1]) + abs(self[i+1][0]):

eq += 1

to\_use = False

else:

leq += 1

to\_use \*= leq < eq

p, q = [0] \* n, [0] \* n

ans = [0] \* n

p[0] = self[0][1] / -self[0][0]

q[0] = b[0] / self[0][0]

for i in range(1, n-1):

p[i] = -self[i][2] / (self[i][1] + self[i][0]\*p[i-1])

q[i] = (b[i] - self[i][0]\*q[i-1]) / (self[i][1] + self[i][0]\*p[i-1])

p[-1] = 0

q[-1] = (b[-1] - self[-1][0]\*q[-2]) / (self[-1][1] + self[-1][0]\*p[-2])

ans[-1] = q[-1]

for i in range(n-1, 0, -1):

ans[i-1] = p[i-1] \* ans[i] + q[i-1]

return MyMatrix(ans).transposed(), to\_use

**Результат:**

----------01-02----------

System solution:

-5.0

0.0

3.0

6.0

5.0

Solution check: OK solution correct

-------------------------

## Итерационные методы решения СЛАУ

Рассмотрим СЛАУ

с невырожденной матрицей.

Приведем СЛАУ к эквивалентному виду

или в векторно-матричной форме .

Такое приведение может быть выполнено различными способами. Одним из наиболее распространенных является следующий. Разрешим систему относительно неизвестных при ненулевых диагональных элементах (если какой-либо коэффициент на главной диагонали равен нулю, достаточно соответствующее уравнение поменять местами с любым другим уравнением). Получим следующие выражения для компонентов вектора и матрицы эквивалентной системы:

В качестве нулевого приближения вектора неизвестных примем вектор правых частей . Тогда **метод простых итераций** примет вид:

Достаточным условием сходимости является диагональное преобладание матрицы по строкам или по столбцам:

Критерием окончания итерационного процесса может служить неравенство .

Метод простых итераций довольно медленно сходится. Для его ускорения существует **метод Зейделя**, заключающийся в том, что при вычислении компонента вектора неизвестных на (k+1)-й итерации используются , уже вычисленные на (k+1)-й итерации. Тогда метод Зейделя для известного вектора на k-ой итерации имеет вид:

**Входные данные:** ![](data:image/x-wmf;base64,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)

Метод простых итераций

def solve\_system\_iterative(a, b, eps):

"""

Uses iterative method to solve Ax=b

:param a: system

:param b: free members

:param eps:

:return: x and the number of iterations

"""

n = a.shape[0]

alpha = np.zeros\_like(a, dtype='float')

beta = np.zeros\_like(b, dtype='float')

for i in range(n):

for j in range(n):

if i == j:

alpha[i][j] = 0

else:

alpha[i][j] = -a[i][j] / a[i][i]

beta[i] = b[i] / a[i][i]

iterations = 0

cur\_x = np.copy(beta)

while True:

prev\_x = np.copy(cur\_x)

cur\_x = alpha @ prev\_x + beta

iterations += 1

if norm(prev\_x - cur\_x) <= eps:

break

return cur\_x, iterations

Метод Зейделя

def solve\_system\_zeidel(a, b, eps):

"""

Uses zeidel method to solve ax=b

:param a: system

:param b: free members

:param eps:

:return: x and number of iterations

"""

n = a.shape[0]

alpha = np.zeros\_like(a, dtype='float')

beta = np.zeros\_like(b, dtype='float')

for i in range(n):

for j in range(n):

if i == j:

alpha[i][j] = 0

else:

alpha[i][j] = -a[i][j] / a[i][i]

beta[i] = b[i] / a[i][i]

iterations = 0

cur\_x = np.copy(beta)

while True:

prev\_x = np.copy(cur\_x)

cur\_x = zeidel\_multiplication(alpha, prev\_x, beta)

iterations += 1

if norm(prev\_x - cur\_x) <= eps:

break

return cur\_x, iterations

**Результат:**

----------01-03----------

Iteration method:

-7.9999983802646275

4.000001821811469

-4.999999133973699

-4.999999724733941

Number of iterations: 18

Iterations method check: OK solution correct

Zeidel method:

-7.999999760913948

3.999999747554181

-5.000000081098047

-5.000000078412497

Number of iterations: 7

Zeidel method check: OK solution correct

-------------------------

## Метод вращений

Метод вращений Якоби применим только для симметрических матриц ) и решает полную проблему собственных значений и собственных векторов таких матриц. Он основан на отыскании с помощью итерационных процедур матрицы в преобразовании подобия , а поскольку для симметрических матриц матрица преобразования подобия является ортогональной (), то , где – диагональная матрица с собственными значениями на главной диагонали.

Пусть дана симметрическая матрица . Требуется для нее вычислить с точностью все собственные значения и соответствующие им собственные векторы. Алгоритм метода вращений:

Пусть известна матрица на k–й итерации, при этом для k=0: .

1. Выбирается максимальный по модулю недиагональный элемент матрицы .
2. Ставится задача найти такую ортогональную матрицу , чтобы в результате преобразования подобия произошло обнуление элемента матрицы . В качестве ортогональной матрицы выбирается матрица вращения, имеющая следующий вид:

![](data:image/png;base64,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)

Угол вращения определяется из условия :

причем если , то .

1. Строится матрица

В качестве критерия окончания итерационного процесса используется условие малости суммы квадратов внедиагональных элементов:

Координатными столбцами собственных векторов матрицы в единичном базисе будут столбцы матрицы .

**Входные данные:** ![](data:image/x-wmf;base64,183GmgAAAAAAACAJAAcACQAAAAAxUAEACQAAA2kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAcgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCAAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAArAgpVTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKkgVECAEAAAD3eQgAAAAyCiIERAgBAAAA93kIAAAAMgqyAkQIAQAAAPd5CAAAADIKiAZECAEAAAD4eQgAAAAyCrwBRAgBAAAA9nkIAAAAMgqSBS4AAQAAAOd5CAAAADIKIgQuAAEAAADneQgAAAAyCrICLgABAAAA53kIAAAAMgqIBi4AAQAAAOh5CAAAADIKvAEuAAEAAADmeQgAAAAyCuAD9AABAAAALXkIAAAAMgqgATMEAQAAAC15CAAAADIKoAHuAAEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAGZgcBAAAAOXkIAAAAMgogBrsEAQAAADJ5CAAAADIKIAZ2AQEAAAAxeQgAAAAyCuADbAcBAAAAMnkIAAAAMgrgA7UEAQAAADd5CAAAADIK4AMFAgEAAAA5eQgAAAAyCqABZgcBAAAAMXkIAAAAMgqgAUQFAQAAADl5CAAAADIKoAEFAgEAAAA3eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

**Метод вращений:**

def rotation(A, eps):

"""

:return: eigen values, eigen vectors, number of iterations

"""

n = A.shape[0]

A\_i = np.copy(A)

eigen\_vectors = np.eye(n)

iterations = 0

while matrix\_norm(A\_i) > eps:

i\_max, j\_max = find\_max\_upper\_element(A\_i)

if A\_i[i\_max][i\_max] - A\_i[j\_max][j\_max] == 0:

phi = np.pi / 4

else:

phi = 0.5 \* np.arctan(2 \* A\_i[i\_max][j\_max] / (A\_i[i\_max][i\_max] -

A\_i[j\_max][j\_max]))

U = np.eye(n)

U[i\_max][j\_max] = -np.sin(phi)

U[j\_max][i\_max] = np.sin(phi)

U[i\_max][i\_max] = np.cos(phi)

U[j\_max][j\_max] = np.cos(phi)

A\_i = U.T @ A\_i @ U

eigen\_vectors = eigen\_vectors @ U

iterations += 1

eigen\_values = np.array([A\_i[i][i] for i in range(n)])

return eigen\_values, eigen\_vectors, iterations

**Результат:**

----------01-04----------

Eigen values:

-11.555975526027277 12.03659015248972 8.519385373537553

Eigen vectors:

0.8926937456893264 -0.36892548536585096 0.2588278629798799

0.44229229437545153 0.8273931428156167 -0.34611864087014355

-0.0864604114219863 0.4234555153369333 0.9017815831937761

Number of iterations: 6

-------------------------

## QR-алгоритм нахождения собственных значений матриц

В основе -алгоритма лежит представление матрицы в виде , где Q – ортогональная матрица (), а – верхняя треугольная. Такое разложение существует для любой квадратной матрицы. Одним из возможных подходов к построению -разложения является использование преобразования Хаусхолдера, позволяющего обратить в нуль группу поддиагональных элементов столбца матрицы.

Преобразование Хаусхолдера осуществляется с использованием матрицы Хаусхолдера, имеющей следующий вид:

Рассмотрим случай, когда необходимо обратить в нуль все элементы какого-либо вектора кроме первого, т.е. построить матрицу Хаусхолдера такую, что

Тогда вектор определится следующим образом:

Применяя описанную процедуру с целью обнуления поддиагональных элементов каждого из столбцов исходной матрицы, можно за фиксированное число шагов получить ее QR – разложение.

Процедура -разложения многократно используется в -алгоритме вычисления собственных значений. Строится следующий итерационный процесс:

– производится -разложение,

– производится перемножение матриц,

…………………..

– разложение

– перемножение

Таким образом, каждая итерация реализуется в два этапа. На первом этапе осуществляется разложение матрицы в произведение ортогональной и верхней треугольной матриц, а на втором – полученные матрицы перемножаются в обратном порядке.

При отсутствии у матрицы кратных собственных значений последовательность сходится к верхней треугольной матрице (в случае, когда все собственные значения вещественны) или к верхней квазитреугольной матрице (если имеются комплексносопряженные пары собственных значений).

Таким образом, каждому вещественному собственному значению будет соответствовать столбец со стремящимися к нулю поддиагональными элементами и в качестве критерия сходимости итерационного процесса для таких собственных значений можно использовать следующее неравенство: . При этом соответствующее собственное значение принимается равным диагональному элементу данного столбца.

**Входные данные:** ![](data:image/x-wmf;base64,183GmgAAAAAAACAKAAcBCQAAAAAwUwEACQAAA2kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAcgChIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCQAApgYAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAD+AQpdTFP1d1VT9XcBAAAAAAAwAAQAAAAtAQAACAAAADIKkgVbCQEAAAD3eQgAAAAyCiIEWwkBAAAA93kIAAAAMgqyAlsJAQAAAPd5CAAAADIKiAZbCQEAAAD4eQgAAAAyCrwBWwkBAAAA9nkIAAAAMgqSBS4AAQAAAOd5CAAAADIKIgQuAAEAAADneQgAAAAyCrICLgABAAAA53kIAAAAMgqIBi4AAQAAAOh5CAAAADIKvAEuAAEAAADmeQgAAAAyCiAG7gABAAAALXkIAAAAMgrgAy0EAQAAAC15CAAAADIKoAFsBwEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBMU/V3VVP1dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCiAG8QcBAAAAMXkIAAAAMgogBrUEAQAAADZ5CAAAADIKIAYFAgEAAAA2eQgAAAAyCuAD8QcBAAAAOXkIAAAAMgrgA0QFAQAAADZ5CAAAADIK4AN5AQEAAAA0eQgAAAAyCqABgwgBAAAANnkIAAAAMgqgAbUEAQAAADV5CAAAADIKoAF2AQEAAAA2eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

**Матрица Хаусхолдера:**

def get\_householder\_matrix(A, col\_num):

n = A.shape[0]

v = np.zeros(n)

a = A[:, col\_num]

v[col\_num] = a[col\_num] + sign(a[col\_num]) \* norm(a[col\_num:])

for i in range(col\_num + 1, n):

v[i] = a[i]

v = v[:, np.newaxis]

H = np.eye(n) - (2 / (v.T @ v)) \* (v @ v.T)

return H

**QR-разложение:**

def qr\_decompose(A):

"""

A = QR

:return: Q, R

"""

n = A.shape[0]

Q = np.eye(n)

A\_i = np.copy(A)

for i in range(n - 1):

H = get\_householder\_matrix(A\_i, i)

Q = Q @ H

A\_i = H @ A\_i

return Q, A\_i

**Результат:**

----------01-05----------

Eigen values:

-13.276293090340536 9.861550938470351 4.4147466394824955

-------------------------

# Лабораторная работа №2

## О программе

Программа написана на языке Python версии 3.10. Для реализации решения систем нелинейных уравнений использовался модуль numpy.

Инструкция к запуску

В аргументах командной строки указываем номера заданий, которые необходимо выполнить. Все уравнения заданы в качестве функций внутри программы.

Пример для выполнения всех заданий: **python main.py 1 2**

## Решение нелинейных уравнений

Метод простых итераций:

Пусть требуется решить трансцендентное уравнение вида . Предположим, что корень уравнения отделен и находится на отрезке . Кроме того, функция удовлетворяет некоторым дополнительным условиям:

* на концах отрезка функция имеет разные знаки;
* ;
* первая и вторая производные имеют постоянные знаки.

Для того чтобы построить итерационный процесс, согласно методу простой итерации уравнение заменяется эквивалентным уравнением: , причем – непрерывная функция. Выберем некоторое нулевое приближение , а затем организуем итерационный процесс по схеме:

Условие является достаточным условием сходимости итераций, если начальное приближение выбрано в некоторой окрестности корня.

Метод Ньютона:

Предположим, что на интервале требуется определить корень уравнения . Для того чтобы построить итерационный процесс согласно методу Ньютона, непрерывная функция на интервалах должна удовлетворять условиям, аналогичным условиям в методе итераций:

Правило построения итерационной последовательности получается путем замены нелинейной функции ее линейной моделью на основе формулы Тейлора. Выберем в окрестности решения уравнения две соседние точки, так что , и запишем разложение функции в ряд Тейлора:

Учитывая, что и оставляя только линейную часть разложения ряда, запишем соотношение метода Ньютона:

Используя условие сходимости метода простых итераций, получим достаточное условие сходимости метода Ньютона в форме

Для выбора начального приближения используется теорема, которая гласит, что в качестве начального приближения нужно выбрать тот конец интервала, где знак функции совпадает со знаком второй производной:

Для завершения итерационного процесса используется правило:

**Уравнение:**

**График вблизи корня:**

|  |
| --- |
|  |
| Рисунок 1 |

**Метод простых итераций:**

def iterations(f, phi, l, r, eps):

"""

:param f: f(x) = 0

:param phi: phi(x) = x

:param l, r: [l, r]

:return: x and number of iterations

"""

done = check\_iterations(f, phi, l, r)

x\_prev = (l + r) \* 0.5

i = 0

while i <= 50:

i += 1

x = phi(x\_prev)

if abs(f(x) - f(x\_prev)) < eps:

return x, i

x\_prev = x

return 0, -1, done

**Метод Ньютона:**

def newton(f, df, l, r, eps):

"""

:param f: f(x) = 0

:param df: f'(x)

:param l, r: [l, r]

:return: x and number of iterations

"""

done = check\_newton(f, df, l, r)

x\_prev = (l + r) \* 0.5

i = 0

while i <= 50:

i += 1

x = x\_prev - f(x\_prev) / df(x\_prev)

if abs(f(x) - f(x\_prev)) < eps:

return x, i

x\_prev = x

return 0, -1, done

**Результат:**

----------02-01----------

tg(x) - 5x^2 + 1 = 0

Iterations method:

x = 1.4690184716538488

f(x) = 0.0012942886922164831

Number of iterations: 4

Newton method:

x = 1.4690027221370237

f(x) = 2.155161062944444e-07

Number of iterations: 4

-------------------------

## Решение систем нелинейных уравнений

Метод простых итераций:

Решение системы нелинейных уравнений вида

возможно, если все функции в системе непрерывны и дифференцируемы в окрестности решения.

Для использования метода итераций система уравнений записывается в эквивалентной форме:

где – итерирующие непрерывно дифференцируемые функции.

Тогда, если известно начальное приближение , то можно построить алгоритм метода простых итераций:

Предложение формулировки достаточного условия сходимости для многомерного случая выглядит следующим образом. Метод простых итераций сходится к решению системы нелинейных уравнений, если какая-либо норма матрицы Якоби , построенная по правым частям эквивалентной системы в замкнутой области , меньше единицы на каждой итерации:

Для практических расчетов чаще всего используют матричную норму, определенную в области решения , которую обязательно проверяют в начальном приближении:

В практических вычислениях в качестве условия окончания итераций обычно используется критерий

Метод Ньютона:

Пусть дана система нелинейных уравнений. Все функции системы непрерывны на некотором интервале и дифференцируемы вплоть до вторых производных.

Итерационный процесс нахождения решения, который носит название метода Ньютона для систем, записывается в виде решения матричного уравнения:

где – матрица Якоби.

В практических вычислениях в качестве условия окончания итераций обычно используют критерий, выполняющийся для всех переменных системы:

**Система:** ![](data:image/x-wmf;base64,183GmgAAAAAAAKAMAAUACQAAAACxVwEACQAAA/kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAWgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gDAAAtwQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAB8BQput8XGd8DFxncgwMl3AAAwAAQAAAAtAQAACAAAADIKKQQ6AAEAAADveQgAAAAyCpkEOgABAAAA7nkIAAAAMgoCAjoAAQAAAO95CAAAADIKIgM6AAEAAADteQgAAAAyCqsBOgABAAAA7HkIAAAAMgo3BNMJAQAAAD15CAAAADIKNwSCBwEAAAAreQgAAAAyCjcEygIBAAAALXkIAAAAMgrAAecJAQAAAD15CAAAADIKwAHvBwEAAAAteQgAAAAyCsABygIBAAAALXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4At8XGd8DFxncgwMl3AAAwAAQAAAAtAQEABAAAAPABAAAIAAAAMgo3BMULAQAAAC55CAAAADIKNwQFCwEAAAAweQgAAAAyCsAB/QsBAAAALHkIAAAAMgrAARkLAQAAADB5CAAAADIKwAHlCAEAAAAxeQgAAAAyCsAB1AQCAAAAbGcIAAAAMgrAAeoDAQAAADJnHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALfFxnfAxcZ3IMDJdwAAMAAEAAAALQEAAAQAAADwAQEACAAAADIKlwSTBgEAAAAyZwgAAAAyCpcESgUBAAAAMWcIAAAAMgqLA9sBAQAAADJnCAAAADIKlwSsAQEAAAAxZwgAAAAyCiACAAcBAAAAMmcIAAAAMgoUAdsBAQAAADJnCAAAADIKIAKsAQEAAAAxZxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC3xcZ3wMXGdyDAyXcAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCjcEpwgBAAAAYWcIAAAAMgo3BNoFAQAAAHhnCAAAADIKNwTqAwIAAABheAgAAAAyCjcEDAEBAAAAeHgIAAAAMgrAAUcGAQAAAHh4CAAAADIKwAEMAQEAAAB4eAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAA+PMSALnBxncEAAAALQEAAAQAAADwAQEAAwAAAAAA)

**График вблизи корня:**

|  |
| --- |
|  |
| Рисунок 2 |

**Метод простых итераций:**

def iterations(f1, f2, phi1, phi2, dphi1\_dx1, dphi1\_dx2, dphi2\_dx1, dphi2\_dx2, l1, r1, l2, r2, eps):

if not check\_system(dphi1\_dx1, dphi1\_dx2, dphi2\_dx1, dphi2\_dx2):

return 0, -1

x\_prev = [(l1 + r1) \* 0.5, (l2 + r2) \* 0.5]

q = get\_q(l1, r1, l2, r2, dphi1\_dx1, dphi1\_dx2, dphi2\_dx1, dphi2\_dx2)

if q >= 1:

return 0, -1

i = 0

while i <= 50:

i += 1

x = [phi1(x\_prev), phi2(x\_prev)]

if q / (1 - q) \* l\_inf\_norm([(x[i] - x\_prev[i]) for i in range(len(x))]) < eps:

return x, i

x\_prev = x

return 0, -1

**Метод Ньютона:**

def newton(f1, f2, df1\_dx1, df1\_dx2, df2\_dx1, df2\_dx2, l1, r1, l2, r2, eps):

x\_prev = np.array([(l1 + r1) / 2, (l2 + r2) / 2])

jacobi = [[df1\_dx1(x\_prev), df1\_dx2(x\_prev)],

[df2\_dx1(x\_prev), df2\_dx2(x\_prev)]]

jacobi\_inversed = np.linalg.inv(np.array(jacobi))

i = 0

while i <= 50:

i += 1

x = x\_prev - jacobi\_inversed @ np.array([f1(x\_prev), f2(x\_prev)])

if l\_inf\_norm([(x[i] - x\_prev[i]) for i in range(len(x))]) < eps:

return x, i

x\_prev = x

return 0, -1

**Метод Зейделя:**

def zeidel(x\_0, eps, phi1, phi2, dphi1\_dx1, dphi1\_dx2, dphi2\_dx1, dphi2\_dx2):

if not check\_system(dphi1\_dx1, dphi1\_dx2, dphi2\_dx1, dphi2\_dx2):

return 0, -1

phi\_x\_i = x\_0

i = 0

while i <= 50:

x\_0 = phi\_x\_i.copy()

x\_k = phi1(x\_0)

phi\_x\_i = [x\_k, phi2([x\_k, x\_0[1]])]

i += 1

if max(abs(x\_0[0] - phi\_x\_i[0]), abs(x\_0[1] - phi\_x\_i[1])) < eps:

return phi\_x\_i, i

return 0, -1

**Результат:**

----------02-02----------

Equation system:

x1^2 - 2lg(x2) - 1 = 0

x1^2 - ax1x2 + a = 0, a = 2

Iterations method:

x1 = 1.147850166884402

x2 = 1.446847372571988

f1(x1, x2) = -0.003285434305210777

f2(x1, x2) = -0.003967990509480046

Number of iterations: 3

Newton method:

x1 = 1.1491300730110081

x2 = 1.440946754815555

f1(x1, x2) = 0.0032040581667982515

f2(x1, x2) = 0.008829425565937132

Number of iterations: 3

Zeidel method:

x1 = 1.149163693172696

x2 = 1.4447798922965516

f1(x1, x2) = 0.000973816257786364

f2(x1, x2) = 0.0

Number of iterations: 3

-------------------------

# Лабораторная работа №3

## О программе

Программа написана на языке Python версии 3.10. Для отрисовки графиков применялся модуль matplotlib.

Инструкция к запуску

В аргументах командной строки указываем номера заданий, которые необходимо выполнить. Все уравнения заданы в качестве функций внутри программы.

Пример для выполнения всех заданий: **python main.py 1 2 3 4 5**

## **Интерполяция**

Пусть на отрезке задано множество несовпадающих точек (интерполяционных узлов), в которых известны значения функции . Приближающая функция такая, что выполняются равенства

называется интерполяционной.

Наиболее часто в качестве приближающей функции используют многочлены степени :

Произвольный многочлен может быть записан в виде

Здесь – многочлены степени , так называемые лагранжевы многочлены влияния, которые удовлетворяют условию и, соответственно,

а интерполяционный многочлен запишется в виде

Интерполяционный многочлен, записанный в этой форме, называется **интерполяционным многочленом Лагранжа**.

Недостатком интерполяционного многочлена Лагранжа является необходимость полного пересчета всех коэффициентов в случае добавления дополнительных интерполяционных узлов. Чтобы избежать указанного недостатка используют интерполяционный многочлен в форме Ньютона.

Введем понятие разделенной разности. Разделенные разности нулевого порядка совпадают со значениями функции в узлах. Разделенные разности первого порядка обозначаются и определяются через разделенные разности нулевого порядка:

разделенные разности второго порядка определяются через разделенные разности первого порядка:

Разделенная разность определяется соостношениями

**Интерполяционный многочлен Ньютона** может быть представлен в виде:

Отметим, что при добавлении новых узлов первые члены многочлена Ньютона остаются неизменными.

Для повышения точности интерполяции в сумму могут быть добавлены новые члены, что требует подключения дополнительных интерполяционных узлов. При этом безразлично, в каком порядке подключаются новые узлы. Этим формула Ньютона выгодно отличается от формулы Лагранжа.

**Входные данные:** , а) ; б) ;

**Метод Лагранжа:**

def lagrange(f, x, test\_point):

y = [f(t) for t in x]

assert len(x) == len(y)

polynom\_str = 'L(x) ='

polynom\_test\_value = 0

for i in range(len(x)):

cur\_enum\_str = ''

cur\_enum\_test = 1

cur\_denom = 1

for j in range(len(x)):

if i == j:

continue

cur\_enum\_str += f'(x-{x[j]:.2f})'

cur\_enum\_test \*= (test\_point[0] - x[j])

cur\_denom \*= (x[i] - x[j])

polynom\_str += f'+{(y[i] / cur\_denom):.2f}' + cur\_enum\_str

polynom\_test\_value += y[i] \* cur\_enum\_test / cur\_denom

return format\_polynom(polynom\_str), abs(polynom\_test\_value - test\_point[1])

**Метод Ньютона:**

def newton(f, x, test\_point):

y = [f(t) for t in x]

assert len(x) == len(y)

n = len(x)

coefs = [y[i] for i in range(n)]

for i in range(1, n):

for j in range(n - 1, i - 1, -1):

coefs[j] = float(coefs[j] - coefs[j - 1]) / float(x[j] - x[j - i])

polynom\_str = 'P(x) = '

polynom\_test\_value = 0

cur\_multipliers\_str = ''

cur\_multipliers = 1

for i in range(n):

polynom\_test\_value += cur\_multipliers \* coefs[i]

if i == 0:

polynom\_str += f'{coefs[i]:.2f}'

else:

polynom\_str += '+' + cur\_multipliers\_str + '\*' + f'{coefs[i]:.2f}'

cur\_multipliers \*= (test\_point[0] - x[i])

cur\_multipliers\_str += f'(x-{x[i]:.2f})'

return format\_polynom(polynom\_str), abs(polynom\_test\_value - test\_point[1])

**Результат:**

----------03-01----------

Lagrange interpolation:

Points A polynom: L(x) = - 9.77(x + 0.10)(x - 0.20)(x - 0.50) + 29.09(x + 0.40)(x - 0.20)(x - 0.50) - 29.06(x + 0.40)(x + 0.10)(x - 0.50) + 9.55(x + 0.40)(x + 0.10)(x - 0.20)

Error in X\*: 0.00011154315104722201

Points B polynom: L(x) = - 7.33(x - 0.00)(x - 0.20)(x - 0.50) + 39.27(x + 0.40)(x - 0.20)(x - 0.50) - 43.60(x + 0.40)(x - 0.00)(x - 0.50) + 11.46(x + 0.40)(x - 0.00)(x - 0.20)

Error in X\*: 7.377452117407479e-05

Newton interpolation:

Points A polynom: P(x) = 1.58 + (x + 0.40) - 0.04 + (x + 0.40)(x + 0.10)\*0.05 + (x + 0.40)(x + 0.10)(x - 0.20) - 0.19

Error in X\*: 0.00011154315104744406

Points B polynom: P(x) = 1.58 + (x + 0.40) - 0.03 + (x + 0.40)(x - 0.00)\*0.04 + (x + 0.40)(x - 0.00)(x - 0.20) - 0.19

Error in X\*: 7.377452117407479e-05

-------------------------

## Сплайн

Использование одной интерполяционной формулы на большом числе узлов нецелесообразно. Интерполяционный многочлен может проявить свои колебательные свойства, его значения между узлами могут сильно отличаться от значений интерполируемой функции. Одна из возможностей преодоления этого недостатка заключается в применении сплайн-интерполяции. Суть сплайн-интерполяции заключается в определении интерполирующей функции по формулам одного типа для различных непересекающихся промежутков и в стыковке значений функции и её производных на их границах.

Наиболее широко применяемым является случай, когда между любыми двумя точками разбиения исходного отрезка строится многочлен n-й степени:

который в узлах интерполяции принимает значения аппрокcимируемой функции и непрерывен вместе со своими производными. Такой кусочно-непрерывный интерполяционный многочлен называется сплайном. Его коэффициенты находятся из условий равенства в узлах сетки значений сплайна и приближаемой функции, а также равенства производных соответствующих многочленов. На практике наиболее часто используется интерполяционный многочлен третьей степени, который удобно представить как

Для построения кубического сплайна необходимо построить n многочленов третьей степени, т.е. определить неизвестных . Эти коэффициенты ищутся из условий в узлах сетки.

**Входные данные:**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 |
|  | -0.4 | -0.1 | 0.2 | 0.5 | 0.8 |
|  | 1.5823 | 1.5710 | 1.5694 | 1.5472 | 1.4435 |

**Построение сплайна:**

def spline\_interpolation(x\_i, f\_i, x\_):

assert len(x\_i) == len(f\_i)

n = len(x\_i)

h = [x\_i[i] - x\_i[i - 1] for i in range(1, len(x\_i))]

A = [[0 for \_ in range(len(h)-1)] for \_ in range(len(h)-1)]

A[0][0] = 2 \* (h[0] + h[1])

A[0][1] = h[1]

for i in range(1, len(A) - 1):

A[i][0] = h[i-1]

A[i][1] = 2 \* (h[i-1] + h[i])

A[i][2] = h[i]

A[-1][-2] = h[-2]

A[-1][-1] = 2 \* (h[-2] + h[-1])

m = [3.0 \* ((f\_i[i+1] - f\_i[i]) / h[i] - (f\_i[i] - f\_i[i-1]) / h[i-1])

for i in range(1, len(h))]

c = [0] + tridiagonal\_solve(A, m)

a = [f\_i[i - 1] for i in range(1, n)]

b = [(f\_i[i] - f\_i[i-1]) / h[i-1] - (h[i-1] / 3.0) \* (2.0 \* c[i-1] + c[i])

for i in range(1, len(h))]

b.append((f\_i[-1] - f\_i[-2]) / h[-1] - (2.0 \* h[-1] \* c[-1]) / 3.0)

d = [(c[i] - c[i-1]) / (3.0 \* h[i-1]) for i in range(1, len(h))]

d.append(-c[-1] / (3.0 \* h[-1]))

for interval in range(len(x\_i)):

if x\_i[interval] <= x\_ < x\_i[interval + 1]:

i = interval

break

y\_test = s(a[i + 1], b[i + 1], c[i + 1], d[i + 1], x\_ - x\_i[i])

return a, b, c, d, y\_test

**Результат:**

----------03-02----------

[-0.4; -0.1)

s(x) = 1.5823 - 0.0464(x + 0.4000) + 0.0000(x + 0.4000)^2 + 0.0968(x + 0.4000)^3

[-0.1; 0.2)

s(x) = 1.571 - 0.0202(x + 0.1000) + 0.0871(x + 0.1000)^2 - 0.1249(x + 0.1000)^3

[0.2; 0.5)

s(x) = 1.5694 - 0.0017(x - 0.2000) - 0.0252(x - 0.2000)^2 - 0.7196(x - 0.2000)^3

[0.5; 0.8)

s(x) = 1.5472 - 0.2111(x - 0.5000) - 0.6729(x - 0.5000)^2 + 0.7476(x - 0.5000)^3

s(x\*) = s(0.1000) = 1.5623

-------------------------

|  |
| --- |
|  |
| Рисунок 3 |

## Метод наименьших квадратов

Пусть задана таблично в узлах функция . При этом значения функции определены с некоторой погрешностью, также из физических соображений известен вид функции, которой должны приближенно удовлетворять табличные точки, например: многочлен степени , у которого неизвестны коэффициенты , . Неизвестные коэффициенты будем находить из условия минимума квадратичного отклонения многочлена от таблично заданной функции.

Минимума можно добиться только за счет изменения коэффициентов многочлена . Необходимые условия экстремума имеют вид

Эту систему для удобства преобразуют к следующему виду:

Эта система называется нормальной системой метода наименьших квадратов (МНК) и представляет собой систему линейных алгебраических уравнений относительно коэффициентов . Решив систему, построим многочлен , приближающий функцию и минимизирующий квадратичное отклонение.

**Входные данные:**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 | 5 |
|  | -0.7 | -0.4 | -0.1 | 0.2 | 0.5 | 0.8 |
|  | 1.6462 | 1.5823 | 1.571 | 1.5694 | 1.5472 | 1.4435 |

**Метод наименьших квадратов:**

def least\_squares(x, y, n):

assert len(x) == len(y)

A = []

b = []

for k in range(n + 1):

A.append([sum(map(lambda x: x\*\*(i + k), x)) for i in range(n + 1)])

b.append(sum(map(lambda x: x[0] \* x[1]\*\*k, zip(y, x))))

lu = decomposite(A)

return solve\_lu\_one\_matrix(lu, b)

**Результат:**

|  |
| --- |
|  |
| Рисунок 4 |

----------03-03----------

Least squares method, 1st degree

P(x) = 0.0184 + 0.2913x

Sum of squared errors = 0.2708179489276191

Least squares method, 2nd degree

P(x) = 0.0735 + 0.5396x - 0.0827x^2

Sum of squared errors = 0.2708179489276191

-------------------------

## Численное дифференцирование

Формулы численного дифференцирования в основном используются при нахождении производных от функции , заданной таблично. Исходная функция на отрезках, заменяется некоторой приближающей, легко вычисляемой функцией , где – остаточный член приближения, – набор коэффициентов, вообще говоря, различный для каждого из рассматриваемых отрезков, и полагают, что . Наиболее часто в качестве приближающей функции берется интерполяционный многочлен , а производные соответствующих порядков определяются дифференцированием многочлена.

При решении практических задач, как правило, используются аппроксимации первых и вторых производных.

В первом приближении, таблично заданная функция может быть аппроксимирована отрезками прямой. В этом случае:

При использовании для аппроксимации таблично заданной функции интерполяционного многочлена второй степени имеем:

При равностоящих точках разбиения, данная формула обеспечивает второй порядок точности.

Для вычисления второй производной, необходимо использовать интерполяционный многочлен, как минимум второй степени. После дифференцирования многочлена получаем

**Входные данные:**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 0 | 1 | 2 | 3 | 4 |
|  | -1.0 | 0.0 | 1.0 | 2.0 | 3.0 |
|  | 1.3562 | 1.5708 | 1.7854 | 2.4636 | 3.3218 |

**Дифференциал первого порядка:**

def df(x, y, x\_):

assert len(x) == len(y)

for interval in range(len(x)):

if x[interval] <= x\_ < x[interval+1]:

i = interval

break

a1 = (y[i+1] - y[i]) / (x[i+1] - x[i])

a2 = ((y[i+2] - y[i+1]) / (x[i+2] - x[i+1]) - a1) / (x[i+2] - x[i]) \* (2\*x\_ - x[i] - x[i+1])

return a1 + a2

**Дифференциал второго порядка:**

def d2f(x, y, x\_):

assert len(x) == len(y)

for interval in range(len(x)):

if x[interval] <= x\_ < x[interval+1]:

i = interval

break

num = (y[i+2] - y[i+1]) / (x[i+2] - x[i+1]) - (y[i+1] - y[i]) / (x[i+1] - x[i])

return 2 \* num / (x[i+2] - x[i])

**Результат:**

----------03-04----------

f'(1.0) = 0.5882

f''(1.0) = 0.1800

-------------------------

## Численное интегрирование

Формулы численного интегрирования используются в тех случаях, когда вычислить аналитически определенный интеграл не удается. Рассмотрим наиболее простой и часто применяемый способ, когда подынтегральную функцию заменяют на интерполяционный многочлен.

При использовании интерполяционных многочленов различной степени, получают формулы численного интегрирования различного порядка точности.

Заменим подынтегральную функцию, интерполяционным многочленом Лагранжа нулевой степени, проходящим через середину отрезка – точку , получим **формулу прямоугольников**:

В случае таблично заданных функций удобно в качестве узлов интерполяции выбрать начало и конец отрезка интегрирования, т.е. заменить функцию многочленом Лагранжа первой степени.

Эта формула носит название **формулы трапеций**.

Для повышения порядка точности формулы численного интегрирования заменим подынтегральную кривую параболой – интерполяционным многочленом второй степени, выбрав в качестве узлов интерполяции концы и середину отрезка интегрирования: .

Для случая , получим **формулу Симпсона**:

**Метод Рунге‑Ромберга-Ричардсона** позволяет получать более высокий порядок точности вычисления. Если имеются результаты вычисления определенного интеграла порядка точности p на сетке с шагом и на сетке с шагом , то

**Входные данные:**

**Метод прямоугольника:**

def rectangle(f, l, r, h):

if l > r:

return None

result = 0

cur\_x = l

while cur\_x < r:

result += h\*f((cur\_x + cur\_x + h)\*0.5)

cur\_x += h

return result

**Метод трапеции:**

def trapeze(f, l, r, h):

if l > r:

return None

result = 0

cur\_x = l

while cur\_x < r:

result += h\*0.5\*(f(cur\_x + h) + f(cur\_x))

cur\_x += h

return result

**Метод Симпсона:**

def simpson(f, l, r, h):

if l > r:

return None

result = 0

cur\_x = l + h

while cur\_x < r:

result += f(cur\_x - h) + 4\*f(cur\_x) + f(cur\_x + h)

cur\_x += 2\*h

return result \* h / 3

**Метод Рунге‑Ромберга-Ричардсона:**

def runge\_rombert(h1, h2, i1, i2, p):

return i1 + (i1 - i2) / ((h2 / h1)\*\*p - 1)

**Результат:**

----------03-05----------

Rectangle method

Step 1.0: 0.5318189388349329

Step 0.5: 0.5313885217114334

Trapeze method

Step 1.0: 0.5299284993159105

Step 0.5: 0.5308737190754216

Simpson method

Step 1.0: 0.5308999037021467

Step 0.5: 0.531188792328592

Runge Robert method

Rectangle: 0.5313270335509335

Trapeze: 0.5310087504696375

Simpson: 0.5312300621323699

-------------------------

# Лабораторная работа №4

## О программе

Программа написана на языке Python версии 3.10. Для отрисовки графиков применялся модуль matplotlib.

Инструкция к запуску

В аргументах командной строки указываем номера заданий, которые необходимо выполнить. Все уравнения заданы в качестве функций внутри программы.

Пример для выполнения всех заданий: **python main.py 1 2**

## Численные методы решения задачи Коши

Рассматривается задача Коши для одного дифференциального уравнения первого порядка разрешенного относительно производной

Требуется найти решение на отрезке , где .

Введем разностную сетку на отрезке : .

Точки называются узлами разностной сетки, расстояния между узлами —*шагом разностной сетки*, а совокупность значений какой-либо величины, заданных в узлах сетки называется *сеточной функцией*.

Приближенное решение задачи Коши будем искать численно в виде сеточной функции.

Метод Эйлера (явный):

Метод Эйлера играет важную роль в теории численных методов решения ОДУ, хотя и не часто используется в практических расчетах из-за невысокой точности. Вывод расчетных соотношений для этого метода может быть произведен несколькими способами: с помощью геометрической интерпретации, с использованием разложения в ряд Тейлора, конечно, разностным методом (с помощью разностной аппроксимации производной), квадратурным способом (использованием эквивалентного интегрального уравнения).

Рассмотрим вывод соотношений метода Эйлера геометрическим способом. Решение в узле известно из начальных условий. Рассмотрим процедуру получения решения в узле .

График функции , которая является решением задачи Коши, представляет собой гладкую кривую, проходящую через точку , согласно условию , и имеет в этой точке касательную. Тангенс угла наклона касательной к оси Ох равен значению производной от решения в точке и равен значению правой части дифференциального уравнения в точке согласно выражению . В случае небольшого шага разностной сетки h график функции и график касательной не успевают сильно разойтись друг от друга и можно в качестве значения решения в узле принять значение касательной , вместо значения неизвестного точного решения . При этом допускается погрешность геометрически представленная отрезком CD. Из прямоугольного треугольника ABC находим СВ=ВА tg(CAB) или . Учитывая, что и заменяя производную на правую часть дифференциального уравнения, получаем соотношение . Считая теперь точку начальной и повторяя все предыдущие рассуждения, получим значение в узле .

Переход к произвольным индексам дает формулу метода Эйлера:

Неявный метод Эйлера:

Неявный метод Эйлера (также известный как метод трапеций) является численным методом решения задачи Коши для обыкновенного дифференциального уравнения первого порядка. Он представляет собой один из классических методов решения дифференциальных уравнений, который имеет высокую точность и устойчивость при большом шаге интегрирования.

Идея метода заключается в замене производной функции на приближенную, используя формулу для среднего значения. В результате получается неявное уравнение, которое решается численно.

Метод Рунге-Кутты:

Семейство явных методов Рунге-Кутты р-го порядка записывается в виде совокупности формул:

Метод Рунге-Кутты четвертого порядка:

Метод Адамса:

При использовании интерполяционного многочлена 3-ей степени построенного по значениям подынтегральной функции в последних четырех узлах получим метод Адамса четвертого порядка точности:

Метод Адамса как и все многошаговые методы не является самостартующим, то есть для того, что бы использовать метод Адамса необходимо иметь решения в первых четырех узлах. В узле решение известно из начальных условий, а в других трех узлах решения можно получить с помощью подходящего одношагового метода, например: метода Рунге-Кутты четвертого порядка.

Решение задачи Коши для системы обыкновенных дифференциальных уравнений:

Рассматривается задача Коши для системы дифференциальных уравнений первого порядка разрешенных относительно производной

К системе дифференциальных уравнений можно применить все методы рассмотренные выше. Уравнения решаются по порядку.

Для задачи Коши 2-го порядка можно применить следующее разложение в систему (используя замену :

**Входные данные:**

|  |  |
| --- | --- |
| ,  ,  , |  |

**Метод Эйлера:**

def euler(f, g, y0, z0, borders, h):

l, r = borders

x = [i for i in np.arange(l, r + h, h)]

y = [y0]

z = z0

for i in range(len(x) - 1):

z += h \* f(x[i], y[i], z)

y.append(y[i] + h \* g(x[i], y[i], z))

return x, y

**Неявный метод Эйлера:**

def implicit\_euler(f, y0, z0, borders, h):

l, r = borders

n = int((r - l) / h)

x = [i for i in np.arange(l, r + h, h)]

y = [y0]

z = [z0]

for i in range(1, n+1):

t\_i = l + i \* h

y\_i = y[i-1] + h \* z[i-1]

z\_i = z[i-1] + h \* f(t\_i, y\_i, z[i-1])

y.append(y\_i)

z.append(z\_i)

return x, y

**Метод Рунге-Кутты:**

def runge\_kutta(f, g, y0, z0, borders, h, return\_z=False):

l, r = borders

x = [i for i in np.arange(l, r + h, h)]

y = [y0]

z = [z0]

for i in range(len(x) - 1):

K1 = h \* g(x[i], y[i], z[i])

L1 = h \* f(x[i], y[i], z[i])

K2 = h \* g(x[i] + 0.5 \* h, y[i] + 0.5 \* K1, z[i] + 0.5 \* L1)

L2 = h \* f(x[i] + 0.5 \* h, y[i] + 0.5 \* K1, z[i] + 0.5 \* L1)

K3 = h \* g(x[i] + 0.5 \* h, y[i] + 0.5 \* K2, z[i] + 0.5 \* L2)

L3 = h \* f(x[i] + 0.5 \* h, y[i] + 0.5 \* K2, z[i] + 0.5 \* L2)

K4 = h \* g(x[i] + h, y[i] + K3, z[i] + L3)

L4 = h \* f(x[i] + h, y[i] + K3, z[i] + L3)

delta\_y = (K1 + 2 \* K2 + 2 \* K3 + K4) / 6

delta\_z = (L1 + 2 \* L2 + 2 \* L3 + L4) / 6

y.append(y[i] + delta\_y)

z.append(z[i] + delta\_z)

if not return\_z:

return x, y

else:

return x, y, z

**Метод Адамса:**

def adams(f, g, y0, z0, borders, h):

x\_runge, y\_runge, z\_runge = runge\_kutta(f, g, y0, z0, borders, h,

return\_z=True)

x = x\_runge

y = y\_runge[:4]

z = z\_runge[:4]

for i in range(3, len(x\_runge) - 1):

z\_i = z[i] + h \* (55 \* f(x[i], y[i], z[i]) -

59 \* f(x[i - 1], y[i - 1], z[i - 1]) +

37 \* f(x[i - 2], y[i - 2], z[i - 2]) -

9 \* f(x[i - 3], y[i - 3], z[i - 3])) / 24

z.append(z\_i)

y\_i = y[i] + h \* (55 \* g(x[i], y[i], z[i]) -

59 \* g(x[i - 1], y[i - 1], z[i - 1]) +

37 \* g(x[i - 2], y[i - 2], z[i - 2]) -

9 \* g(x[i - 3], y[i - 3], z[i - 3])) / 24

y.append(y\_i)

return x, y

**Результат:**

|  |
| --- |
|  |
| Рисунок 5 |

----------04-01----------

Errors

h = 0.1

Euler: 1.037467463239314

Implicit Euler: 0.9989754946292955

Runge Kutta: 0.00013213405805423406

Adams: 0.003064751545071283

h = 0.05

Euler: 0.5112637693826623

Implicit Euler: 0.5012695009091112

Runge Kutta: 1.0425143880652516e-05

Adams: 0.0005767686905690226

Runge Romberg

Euler: 0.13062440186188579

Implicit Euler: 0.12394525940744755

Runge Kutta: 3.4464222120195054e-05

Adams: 0.0008347860057395394

-------------------------

## Численные методы решения краевой задачи для ОДУ

Примером краевой задачи является двухточечная краевая задача для обыкновенного дифференциального уравнения второго порядка.

с граничными условиями, заданными на концах отрезка .

Следует найти такое решение на этом отрезке, которое принимает на концах отрезка значения .

Кроме граничных условий первого рода, используются еще условия на производные от решения на концах - граничные условия второго рода:

или линейная комбинация решений и производных – граничные условия третьего рода:

Возможно на разных концах отрезка использовать условия различных типов.

Метод стрельбы:

Суть метода заключена в многократном решении задачи Коши для приближенного нахождения решения краевой задачи.

Пусть надо решить краевую задачу краевыми условиями 1-го рода на отрезке . Вместо исходной задачи формулируется задача Коши с уравнением и с начальными условиями

Положим сначала некоторое начальное значение параметру, после чего решим каким-либо методом задачу Коши. Пусть решение этой задачи на интервале , тогда сравнивая значение функции со значением в правом конце отрезка можно получить информацию для корректировки угла наклона касательной к решению в левом конце отрезка. Задачу можно сформулировать таким образом: требуется найти такое значение переменной , чтобы решение в правом конце отрезка совпало со значением . Другими словами, решение исходной задачи эквивалентно нахождению корня уравнения

Следующее значение искомого корня определяется по соотношению

Конечно-разностный метод:

Рассмотрим двухточечную краевую задачу для линейного дифференциального уравнения второго порядка на отрезке

Введем разностную аппроксимацию производных следующим образом:

Подставляя аппроксимации производных в уравнение, получим систему уравнений для нахождения :

**Входные данные:**

|  |  |
| --- | --- |
| ,  , |  |

Здесь , , , ,

После замены производных их разностными аналогами получим:

На левой границе аппроксимируем производную односторонней разностью 1-го порядка:

На правой границе аппроксимируем производную односторонней разностью 1-го порядка:

Получим систему уравнений:

Решив систему методом прогонки, получаем:

**Метод стрельбы:**

def shoting\_method(ddy, borders, bcondition1, bcondition2, h, f):

y0 = diff\_left(bcondition1, h, f)

eta1 = 0.5

eta2 = 2.0

resolve1 = runge\_kutta(ddy, borders, y0, eta1, h)[0]

resolve2 = runge\_kutta(ddy, borders, y0, eta2, h)[0]

Phi1 = resolve1[-1] - diff\_right(bcondition2, h, resolve1)

Phi2 = resolve2[-1] - diff\_right(bcondition2, h, resolve2)

while abs(Phi2 - Phi1) > h/10:

temp = eta2

eta2 = eta2 - (eta2 - eta1) / (Phi2 - Phi1) \* Phi2

eta1 = temp

resolve1 = runge\_kutta(ddy, borders, y0, eta1, h)[0]

resolve2 = runge\_kutta(ddy, borders, y0, eta2, h)[0]

Phi1 = resolve1[-1] - diff\_right(bcondition2, h, resolve1)

Phi2 = resolve2[-1] - diff\_right(bcondition2, h, resolve2)

return runge\_kutta(ddy, borders, y0, eta2, h)[0]

**Конечно-разностный метод:**

def finite\_difference\_method(bcondition1, bcondition2, equation, borders, h):

x = np.arange(borders[0], borders[1] + h, h)

N = np.shape(x)[0]

A = np.zeros((N, N))

b = np.zeros(N)

A[0][0] = bcondition1['a'] - bcondition1['b']/h

A[0][1] = bcondition1['b']/h

b[0] = bcondition1['c']

for i in range(1, N-1):

A[i][i-1] = 1/h\*\*2 - equation['p'](x[i])/(2\*h)

A[i][i] = -2/h\*\*2 + equation['q'](x[i])

A[i][i+1] = 1/h\*\*2 + equation['p'](x[i])/(2\*h)

b[i] = equation['f'](x[i])

A[N-1][N-2] = -bcondition2['b']/h

A[N-1][N-1] = bcondition2['a'] + bcondition2['b']/h

b[N-1] = bcondition2['c']

return solve(A, b)

**Результат:**

|  |
| --- |
|  |
| Рисунок 6 |

----------04-02----------

Runge Rombert errors:

Shooting method: 0.6867871751882191

Finite difference method: 0.7214282951019695

Exact solution errors:

Shooting method: 0.6738944028431726

Finite difference method: 1.0896595413301624

-------------------------