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### Task 1

Test Data and Scaling:

# split between training and testing data  
set.seed(1)  
n <- dim(iris)[1]  
rows <- sample(1:n, 0.8\*n)  
train <- iris[rows,]  
test <- iris[-rows,]  
  
# write your code here to scale the data  
iris$Sepal.Length <- iris$Sepal.Length/max(iris$Sepal.Length)  
iris$Sepal.Width <- iris$Sepal.Width/max(iris$Sepal.Width)  
iris$Petal.Length <- iris$Petal.Length/max(iris$Petal.Length)  
iris$Petal.Width <- iris$Petal.Width/max(iris$Petal.Width)

Parameters:

### Task 2 Turn Outputs into 0s and 1s:

To express the categories correctly, we need to turn the factor labels in species column into vectors of 0s and 1s. For example, an iris of species *setosa* should be expressed as 1 0 0. Write some code that will do this. Hint: you can use as.integer() to turn a factor into numbers, and then use a bit of creativity to turn those values into vectors of 1s and 0s.

species\_number <- as.integer(iris$Species)  
setosa\_num <- ifelse(species\_number == 1, 1, 0)  
versicolor\_num <-ifelse(species\_number == 2, 1, 0)  
virginica\_num <-ifelse(species\_number == 3, 1, 0)  
Species <- iris$Species  
iris <- cbind(iris[,1:4], setosa\_num, versicolor\_num, virginica\_num, Species)  
head(iris)

## Sepal.Length Sepal.Width Petal.Length Petal.Width setosa\_num  
## 1 0.6455696 0.7954545 0.2028986 0.08 1  
## 2 0.6202532 0.6818182 0.2028986 0.08 1  
## 3 0.5949367 0.7272727 0.1884058 0.08 1  
## 4 0.5822785 0.7045455 0.2173913 0.08 1  
## 5 0.6329114 0.8181818 0.2028986 0.08 1  
## 6 0.6835443 0.8863636 0.2463768 0.16 1  
## versicolor\_num virginica\_num Species  
## 1 0 0 setosa  
## 2 0 0 setosa  
## 3 0 0 setosa  
## 4 0 0 setosa  
## 5 0 0 setosa  
## 6 0 0 setosa

train <- iris[rows,]  
test <- iris[-rows,]

### Task 3: Forward Propogation Formula

### Task 4: Forward Propogation as R code

#necessary functions  
sigmoid <- function(Z){  
 1/(1 + exp(-Z))  
}  
  
sigmoidprime <- function(z){  
 exp(-z)/((1+exp(-z))^2)  
}  
  
cost <- function(y,y\_hat){  
 0.5\*sum((y - y\_hat)^2)  
}  
  
# define the size our our neural network  
input\_layer\_size <- 4  
output\_layer\_size <- 3  
hidden\_layer\_size <- 3  
  
set.seed(1)  
# set some initial weights  
W\_1 <- matrix(runif(input\_layer\_size \* hidden\_layer\_size)-.5, nrow = input\_layer\_size, ncol = hidden\_layer\_size)  
W\_2 <- matrix(runif(hidden\_layer\_size \* output\_layer\_size)-.5, nrow = hidden\_layer\_size, ncol = output\_layer\_size)  
  
# biases matrix  
B\_1 <- matrix(runif(hidden\_layer\_size), ncol = 1)  
B\_2 <- matrix(runif(output\_layer\_size), ncol = 1)  
  
#X and Y matrices   
X <- as.matrix(train[,1:4])  
Y <- as.matrix(train[,5:7])  
  
#Forward Propogation  
Z\_2 <- X%\*%W\_1  
A\_2 <- sigmoid(Z\_2 + t( B\_1 %\*% rep(1,120) ) )  
Z\_3 <- A\_2%\*%W\_2  
Y\_hat <- sigmoid(Z\_3 + t( B\_2 %\*% rep(1,120) ) )

## Back Propogation

### Task 5: Latex formulas for partial derivatives

### Task 6: R code for partial derivatives

We can see in the above derivatives that there are some issues with dimensionality if we try and multiply some of our matrices together. Turning our derivatives into R code involves manipulating some of the matrices to make sure our dimensions are suited for matrix multiplication and addition.

delta\_3 <- delta\_3 <- ( -(Y - Y\_hat) \* sigmoidprime(Z\_3 + t( B\_2 %\*% rep(1,120) ) ) )  
djdw2 <- t(A\_2) %\*% delta\_3  
  
delta\_2 <- delta\_3 %\*% t(W\_2) \* sigmoidprime(Z\_2 + t( B\_1 %\*% rep(1, 120) ) )  
djdw1 <- t(X) %\*% delta\_2  
  
djdb2 <- rep(1, 120) %\*% delta\_3  
  
djdb1 <- rep(1, 120) %\*% delta\_2  
  
#resulting partials  
djdw2

## setosa\_num versicolor\_num virginica\_num  
## [1,] 4.554800 4.609546 3.890419  
## [2,] 5.879802 6.288232 5.413074  
## [3,] 2.668985 3.478291 3.480871

djdw1

## [,1] [,2] [,3]  
## Sepal.Length 0.15620053 0.40070193 1.6569276  
## Sepal.Width 0.03909035 0.50408416 1.6406212  
## Petal.Length 0.27900213 0.10934802 1.1036671  
## Petal.Width 0.31629684 0.02361399 0.9322625

djdb2

## setosa\_num versicolor\_num virginica\_num  
## [1,] 7.62335 8.585331 7.699915

djdb1

## [,1] [,2] [,3]  
## [1,] 0.1098867 0.6549913 2.315455

### Task 7: Numerical Gradient Checking

# set some initial weights  
set.seed(1)  
W\_1 <- matrix(runif(input\_layer\_size \* hidden\_layer\_size)-.5, nrow = input\_layer\_size, ncol = hidden\_layer\_size)  
W\_2 <- matrix(runif(hidden\_layer\_size \* output\_layer\_size)-.5, nrow = hidden\_layer\_size, ncol = output\_layer\_size)  
B\_1 <- matrix(runif(hidden\_layer\_size), ncol = 1)  
B\_2 <- matrix(runif(output\_layer\_size), ncol = 1)  
  
i = 1  
X <- as.matrix(train[,1:4])  
Y <- as.matrix(train[,5:7])  
  
Z\_2 <- X%\*%W\_1  
A\_2 <- sigmoid(Z\_2 + t( B\_1 %\*% rep(1,120) ) )  
Z\_3 <- A\_2%\*%W\_2  
Y\_hat <- sigmoid(Z\_3 + t( B\_2 %\*% rep(1,120) ) )  
currentcost <- cost(Y,Y\_hat) # Current cost   
  
e <- 1e-4 # size of perturbation  
  
  
  
# place holder for our numeric gradients  
numgrad\_w\_1 <- matrix(0, nrow = input\_layer\_size, ncol = hidden\_layer\_size)  
elements <- input\_layer\_size \* hidden\_layer\_size  
  
for(i in 1:elements){ # calculate the numeric gradient for each value in the W matrix  
 set.seed(1)  
 W\_1 <- matrix(runif(input\_layer\_size \* hidden\_layer\_size)-.5, nrow = input\_layer\_size, ncol = hidden\_layer\_size)  
 W\_2 <- matrix(runif(hidden\_layer\_size \* output\_layer\_size)-.5, nrow = hidden\_layer\_size, ncol = output\_layer\_size)  
 B\_1 <- matrix(runif(hidden\_layer\_size), ncol = 1)  
 B\_2 <- matrix(runif(output\_layer\_size), ncol = 1)  
   
 W\_1[i] <- W\_1[i] + e # apply the perturbation  
   
 Z\_2 <- X%\*%W\_1  
 A\_2 <- A\_2 <- sigmoid(Z\_2 + t( B\_1 %\*% rep(1,120) ) )  
 Z\_3 <- A\_2%\*%W\_2  
 Y\_hat <- sigmoid(Z\_3 + t( B\_2 %\*% rep(1,120) ) )  
 numgrad\_w\_1[i] <- (cost(Y,Y\_hat) - currentcost)/e # change in cost over perturbation = slope  
}  
numgrad\_w\_1

## [,1] [,2] [,3]  
## [1,] 0.15619870 0.40069782 1.6569430  
## [2,] 0.03908928 0.50407668 1.6406344  
## [3,] 0.27900029 0.10934884 1.1036776  
## [4,] 0.31629490 0.02361544 0.9322722

djdw1

## [,1] [,2] [,3]  
## Sepal.Length 0.15620053 0.40070193 1.6569276  
## Sepal.Width 0.03909035 0.50408416 1.6406212  
## Petal.Length 0.27900213 0.10934802 1.1036671  
## Petal.Width 0.31629684 0.02361399 0.9322625

After performing numerical gradient checking, I feel pretty good about my derivatives.

### Task 8: Gradient Descent

set.seed(1)  
W\_1 <- matrix(runif(input\_layer\_size \* hidden\_layer\_size)-.5, nrow = input\_layer\_size, ncol = hidden\_layer\_size)  
W\_2 <- matrix(runif(hidden\_layer\_size \* output\_layer\_size)-.5, nrow = hidden\_layer\_size, ncol = output\_layer\_size)  
B\_1 <- matrix(runif(hidden\_layer\_size), ncol = 1)  
B\_2 <- matrix(runif(output\_layer\_size), ncol = 1)  
  
# for cost tracking  
cost\_hist <- rep(NA, 18000)  
  
scalar <- .2  
for(i in 1:18000){  
 # this takes the current weights and calculates y-hat  
 Z\_2 <- X%\*%W\_1  
 A\_2 <- A\_2 <- sigmoid(Z\_2 + t( B\_1 %\*% rep(1,120) ) )  
 Z\_3 <- A\_2%\*%W\_2  
 Y\_hat <- sigmoid(Z\_3 + t( B\_2 %\*% rep(1,120) ) )  
 cost\_hist[i] <- cost(Y, Y\_hat)  
   
 # this part calculates the gradient at the current y-hat  
 delta\_3 <- delta\_3 <- ( -(Y - Y\_hat) \* sigmoidprime(Z\_3 + t( B\_2 %\*% rep(1,120) ) ) )  
 djdw2 <- t(A\_2) %\*% delta\_3  
  
 delta\_2 <- delta\_3 %\*% t(W\_2) \* sigmoidprime(Z\_2 + t( B\_1 %\*% rep(1, 120) ) )  
 djdw1 <- t(X) %\*% delta\_2  
  
 djdb2 <- rep(1, 120) %\*% delta\_3  
  
 djdb1 <- rep(1, 120) %\*% delta\_2  
   
 # this updates the weights based on the gradient  
 W\_1 <- W\_1 - scalar \* djdw1  
 W\_2 <- W\_2 - scalar \* djdw2  
 B\_1 <- B\_1 - scalar \* t(djdb1)  
 B\_2 <- B\_2 - scalar \* t(djdb2)  
   
 # repeat  
}  
  
# the results  
W\_1

## [,1] [,2] [,3]  
## Sepal.Length 1.594066 -6.172546 -0.4429642  
## Sepal.Width 4.459171 -20.262024 5.1440814  
## Petal.Length -24.176362 15.257919 -8.5167462  
## Petal.Width 4.740471 52.620150 -9.7209369

W\_2

## setosa\_num versicolor\_num virginica\_num  
## [1,] 1.107234 8.038447 -7.922875  
## [2,] -5.566673 -16.782368 16.576038  
## [3,] 12.025418 -13.163996 -5.159708

B\_1

## [,1]  
## [1,] 10.870779  
## [2,] -30.949324  
## [3,] 2.677496

B\_2

## [,1]  
## setosa\_num -6.948822  
## versicolor\_num -2.677947  
## virginica\_num 2.654854

Y\_hat

## setosa\_num versicolor\_num virginica\_num  
## 40 9.972793e-01 5.262060e-04 3.514855e-05  
## 56 2.495756e-03 9.719175e-01 2.656635e-02  
## 85 2.603227e-03 9.844832e-01 1.555299e-02  
## 134 1.532731e-03 6.559966e-01 3.437799e-01  
## 30 9.969711e-01 5.918084e-04 3.681796e-05  
## 131 4.194082e-06 6.603548e-09 1.000000e+00  
## 137 6.834963e-06 3.071226e-07 9.999996e-01  
## 95 2.902346e-03 9.883252e-01 1.078113e-02  
## 90 3.018453e-03 9.910511e-01 8.269341e-03  
## 9 9.968668e-01 6.143211e-04 3.735338e-05  
## 29 9.973607e-01 5.090188e-04 3.468978e-05  
## 25 9.967940e-01 6.294117e-04 3.775278e-05  
## 143 7.781593e-06 4.600311e-07 9.999995e-01  
## 53 2.132737e-03 9.449379e-01 5.561471e-02  
## 105 4.752561e-06 2.209236e-08 1.000000e+00  
## 68 3.724117e-03 9.823723e-01 1.087589e-02  
## 97 3.038639e-03 9.895070e-01 9.320383e-03  
## 132 7.059832e-06 3.376386e-08 1.000000e+00  
## 51 2.512610e-03 9.767729e-01 2.260437e-02  
## 102 7.781593e-06 4.600311e-07 9.999995e-01  
## 122 8.931238e-06 1.821265e-06 9.999979e-01  
## 28 9.973565e-01 5.098799e-04 3.471534e-05  
## 84 1.097326e-03 4.249200e-01 5.745212e-01  
## 16 9.974949e-01 4.807715e-04 3.391587e-05  
## 34 9.977240e-01 4.327542e-04 3.254581e-05  
## 49 9.974859e-01 4.825951e-04 3.397245e-05  
## 2 9.969732e-01 5.914940e-04 3.679949e-05  
## 48 9.972151e-01 5.398600e-04 3.550272e-05  
## 107 1.845341e-04 2.136582e-02 9.777393e-01  
## 42 9.941218e-01 1.226198e-03 4.898794e-05  
## 58 5.860756e-03 9.881688e-01 4.352561e-03  
## 72 3.210757e-03 9.920126e-01 6.963058e-03  
## 59 2.449625e-03 9.691147e-01 2.937634e-02  
## 22 9.968605e-01 6.158266e-04 3.737776e-05  
## 96 3.288198e-03 9.878812e-01 9.446305e-03  
## 77 2.068693e-03 9.288409e-01 7.103998e-02  
## 91 2.529434e-03 9.680941e-01 2.894939e-02  
## 13 9.973231e-01 5.168646e-04 3.490701e-05  
## 82 4.272555e-03 9.890005e-01 6.207029e-03  
## 46 9.964069e-01 7.140665e-04 3.961788e-05  
## 114 7.541428e-06 6.004617e-07 9.999993e-01  
## 71 7.745011e-04 6.274913e-01 3.751932e-01  
## 148 8.024819e-06 6.869390e-07 9.999992e-01  
## 60 3.109419e-03 9.928828e-01 6.613197e-03  
## 57 2.546224e-03 9.839832e-01 1.638020e-02  
## 83 3.458462e-03 9.913569e-01 6.734254e-03  
## 3 9.973051e-01 5.208048e-04 3.500209e-05  
## 50 9.972883e-01 5.243450e-04 3.509703e-05  
## 75 2.924606e-03 9.882734e-01 1.071345e-02  
## 70 3.517948e-03 9.894171e-01 7.754464e-03  
## 123 3.718260e-06 3.706004e-09 1.000000e+00  
## 86 2.801896e-03 9.906397e-01 9.419457e-03  
## 43 9.973169e-01 5.182966e-04 3.493641e-05  
## 24 9.932575e-01 1.425994e-03 5.197545e-05  
## 7 9.970748e-01 5.698286e-04 3.625879e-05  
## 10 9.973147e-01 5.185931e-04 3.495732e-05  
## 146 8.500329e-06 1.484719e-06 9.999983e-01  
## 125 5.399758e-06 5.199003e-08 9.999999e-01  
## 61 4.000830e-03 9.904299e-01 6.044219e-03  
## 38 9.976500e-01 4.481465e-04 3.300021e-05  
## 136 4.279891e-06 1.038981e-08 1.000000e+00  
## 27 9.960162e-01 7.997446e-04 4.141960e-05  
## 41 9.972648e-01 5.293911e-04 3.522364e-05  
## 140 6.853311e-06 2.932098e-07 9.999997e-01  
## 149 7.780500e-06 7.798870e-07 9.999991e-01  
## 117 3.324691e-05 1.011314e-05 9.999885e-01  
## 88 2.401242e-03 9.716148e-01 2.813919e-02  
## 64 2.252693e-03 9.564475e-01 4.305838e-02  
## 116 8.130130e-06 1.074093e-06 9.999988e-01  
## 109 4.756580e-06 1.094304e-08 1.000000e+00  
## 129 5.068720e-06 3.495046e-08 1.000000e+00  
## 67 2.616607e-03 9.850646e-01 1.499053e-02  
## 80 5.612372e-03 9.882077e-01 4.594669e-03  
## 26 9.966343e-01 6.643502e-04 3.853010e-05  
## 37 9.974868e-01 4.824453e-04 3.396453e-05  
## 79 2.591145e-03 9.848273e-01 1.536720e-02  
## 142 9.276166e-06 2.786482e-06 9.999968e-01  
## 87 2.458450e-03 9.780343e-01 2.219656e-02  
## 99 6.290159e-03 9.882077e-01 3.956240e-03  
## 69 2.064117e-03 9.580933e-01 4.329863e-02  
## 31 9.968206e-01 6.241226e-04 3.759588e-05  
## 103 4.427402e-06 1.304333e-08 1.000000e+00  
## 78 1.437281e-03 8.339637e-01 1.694612e-01  
## 108 6.271797e-06 1.928780e-08 1.000000e+00  
## 81 3.575482e-03 9.903365e-01 7.055208e-03  
## 14 9.975413e-01 4.709578e-04 3.364636e-05  
## 111 1.076162e-05 2.860724e-06 9.999967e-01  
## 8 9.972835e-01 5.253253e-04 3.512572e-05  
## 127 9.935805e-05 2.746968e-03 9.970814e-01  
## 141 6.426965e-06 1.970136e-07 9.999998e-01  
## 15 9.977231e-01 4.329484e-04 3.255001e-05  
## 4 9.969847e-01 5.889546e-04 3.674290e-05  
## 110 5.001021e-06 3.208530e-08 1.000000e+00  
## 66 2.865843e-03 9.893070e-01 1.021165e-02  
## 44 9.930665e-01 1.470827e-03 5.259797e-05  
## 119 3.695906e-06 3.599110e-09 1.000000e+00  
## 139 2.914369e-04 7.327784e-02 9.251853e-01  
## 145 6.491388e-06 2.119449e-07 9.999997e-01  
## 98 2.917486e-03 9.879415e-01 1.099172e-02  
## 101 4.868080e-06 2.640935e-08 1.000000e+00  
## 33 9.977583e-01 4.255677e-04 3.233637e-05  
## 18 9.971586e-01 5.519549e-04 3.580692e-05  
## 113 5.974561e-06 1.122451e-07 9.999999e-01  
## 47 9.974882e-01 4.820765e-04 3.396117e-05  
## 94 5.413737e-03 9.890502e-01 4.536185e-03  
## 138 5.585929e-05 5.223196e-05 9.999415e-01  
## 6 9.968216e-01 6.241573e-04 3.757925e-05  
## 21 9.970480e-01 5.753338e-04 3.641295e-05  
## 39 9.971285e-01 5.583260e-04 3.597273e-05  
## 54 2.910624e-03 9.903547e-01 9.207539e-03  
## 150 8.255553e-05 6.526742e-04 9.992928e-01  
## 73 1.649635e-03 7.928367e-01 2.091227e-01  
## 65 3.777580e-03 9.927730e-01 5.194440e-03  
## 62 2.937282e-03 9.922195e-01 7.647222e-03  
## 55 2.432666e-03 9.782075e-01 2.227691e-02  
## 1 9.974339e-01 4.935605e-04 3.427211e-05  
## 128 2.254266e-04 2.746194e-02 9.716108e-01  
## 118 3.831752e-06 4.576659e-09 1.000000e+00  
## 130 9.035575e-04 8.046782e-02 9.175063e-01  
## 20 9.973351e-01 5.144643e-04 3.483308e-05

Y

## setosa\_num versicolor\_num virginica\_num  
## 40 1 0 0  
## 56 0 1 0  
## 85 0 1 0  
## 134 0 0 1  
## 30 1 0 0  
## 131 0 0 1  
## 137 0 0 1  
## 95 0 1 0  
## 90 0 1 0  
## 9 1 0 0  
## 29 1 0 0  
## 25 1 0 0  
## 143 0 0 1  
## 53 0 1 0  
## 105 0 0 1  
## 68 0 1 0  
## 97 0 1 0  
## 132 0 0 1  
## 51 0 1 0  
## 102 0 0 1  
## 122 0 0 1  
## 28 1 0 0  
## 84 0 1 0  
## 16 1 0 0  
## 34 1 0 0  
## 49 1 0 0  
## 2 1 0 0  
## 48 1 0 0  
## 107 0 0 1  
## 42 1 0 0  
## 58 0 1 0  
## 72 0 1 0  
## 59 0 1 0  
## 22 1 0 0  
## 96 0 1 0  
## 77 0 1 0  
## 91 0 1 0  
## 13 1 0 0  
## 82 0 1 0  
## 46 1 0 0  
## 114 0 0 1  
## 71 0 1 0  
## 148 0 0 1  
## 60 0 1 0  
## 57 0 1 0  
## 83 0 1 0  
## 3 1 0 0  
## 50 1 0 0  
## 75 0 1 0  
## 70 0 1 0  
## 123 0 0 1  
## 86 0 1 0  
## 43 1 0 0  
## 24 1 0 0  
## 7 1 0 0  
## 10 1 0 0  
## 146 0 0 1  
## 125 0 0 1  
## 61 0 1 0  
## 38 1 0 0  
## 136 0 0 1  
## 27 1 0 0  
## 41 1 0 0  
## 140 0 0 1  
## 149 0 0 1  
## 117 0 0 1  
## 88 0 1 0  
## 64 0 1 0  
## 116 0 0 1  
## 109 0 0 1  
## 129 0 0 1  
## 67 0 1 0  
## 80 0 1 0  
## 26 1 0 0  
## 37 1 0 0  
## 79 0 1 0  
## 142 0 0 1  
## 87 0 1 0  
## 99 0 1 0  
## 69 0 1 0  
## 31 1 0 0  
## 103 0 0 1  
## 78 0 1 0  
## 108 0 0 1  
## 81 0 1 0  
## 14 1 0 0  
## 111 0 0 1  
## 8 1 0 0  
## 127 0 0 1  
## 141 0 0 1  
## 15 1 0 0  
## 4 1 0 0  
## 110 0 0 1  
## 66 0 1 0  
## 44 1 0 0  
## 119 0 0 1  
## 139 0 0 1  
## 145 0 0 1  
## 98 0 1 0  
## 101 0 0 1  
## 33 1 0 0  
## 18 1 0 0  
## 113 0 0 1  
## 47 1 0 0  
## 94 0 1 0  
## 138 0 0 1  
## 6 1 0 0  
## 21 1 0 0  
## 39 1 0 0  
## 54 0 1 0  
## 150 0 0 1  
## 73 0 1 0  
## 65 0 1 0  
## 62 0 1 0  
## 55 0 1 0  
## 1 1 0 0  
## 128 0 0 1  
## 118 0 0 1  
## 130 0 0 1  
## 20 1 0 0

cost(Y,Y\_hat)

## [1] 1.005635

plot(cost\_hist, type="l") # plot the history of our cost function
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plot(log(cost\_hist), type="l") # plotting the log of the cost emphasizes the change
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At this point, I feel fairly confident in my model. The cost funtion shows that we have a fairly close fit and while I could continue messing with the scalar and number of training rounds, I am willing to move on and see how the model does with the training data.

### Task 9: Testing our Trained Model

## use test data  
  
X\_test <- as.matrix(test[,1:4])  
Y\_test <- as.matrix(test[,5:7])  
  
Z\_2 <- X\_test%\*%W\_1  
A\_2 <- A\_2 <- sigmoid(Z\_2 + t( B\_1 %\*% rep(1,30) ) )  
Z\_3 <- A\_2%\*%W\_2  
Y\_hat <- sigmoid(Z\_3 + t( B\_2 %\*% rep(1,30) ) )  
guess <- round(Y\_hat)   
guess

## setosa\_num versicolor\_num virginica\_num  
## 5 1 0 0  
## 11 1 0 0  
## 12 1 0 0  
## 17 1 0 0  
## 19 1 0 0  
## 23 1 0 0  
## 32 1 0 0  
## 35 1 0 0  
## 36 1 0 0  
## 45 1 0 0  
## 52 0 1 0  
## 63 0 1 0  
## 74 0 1 0  
## 76 0 1 0  
## 89 0 1 0  
## 92 0 1 0  
## 93 0 1 0  
## 100 0 1 0  
## 104 0 0 1  
## 106 0 0 1  
## 112 0 0 1  
## 115 0 0 1  
## 120 0 0 1  
## 121 0 0 1  
## 124 0 0 1  
## 126 0 0 1  
## 133 0 0 1  
## 135 0 0 1  
## 144 0 0 1  
## 147 0 0 1

Y\_test

## setosa\_num versicolor\_num virginica\_num  
## 5 1 0 0  
## 11 1 0 0  
## 12 1 0 0  
## 17 1 0 0  
## 19 1 0 0  
## 23 1 0 0  
## 32 1 0 0  
## 35 1 0 0  
## 36 1 0 0  
## 45 1 0 0  
## 52 0 1 0  
## 63 0 1 0  
## 74 0 1 0  
## 76 0 1 0  
## 89 0 1 0  
## 92 0 1 0  
## 93 0 1 0  
## 100 0 1 0  
## 104 0 0 1  
## 106 0 0 1  
## 112 0 0 1  
## 115 0 0 1  
## 120 0 0 1  
## 121 0 0 1  
## 124 0 0 1  
## 126 0 0 1  
## 133 0 0 1  
## 135 0 0 1  
## 144 0 0 1  
## 147 0 0 1

table(guess%\*%matrix(1:3),Y\_test%\*%matrix(1:3))

##   
## 1 2 3  
## 1 10 0 0  
## 2 0 8 0  
## 3 0 0 12

My model guessed correctly 30/30 times as we can see by the contigency table. I could probably fiddle with the scalar and number of itterations to try and get a more optimal, less computationally heavy model that would also get a perfect prediction, but I will leave that to the black box algorithm. Interestingly, I was able to lower my cost function by adding higher number of iterations, but I did not always get perfect guesses and the computation time (several agaonizing seconds) was not worth it to me so I settled on this model.

### Task 10: Black Box Code

set.seed(1)  
n <- dim(iris)[1]  
rows <- sample(1:n, 0.8\*n)  
train <- iris[rows,]  
  
library(nnet)  
library(NeuralNetTools)  
irismodel <- nnet(Species ~ Sepal.Length + Sepal.Width + Petal.Length + Petal.Width, size=3, data = train)

## # weights: 27  
## initial value 140.610848   
## iter 10 value 12.646902  
## iter 20 value 5.941742  
## iter 30 value 5.812551  
## iter 40 value 5.748340  
## iter 50 value 5.730385  
## iter 60 value 5.724673  
## iter 70 value 5.720554  
## iter 80 value 5.708326  
## iter 90 value 5.697913  
## iter 100 value 5.675483  
## final value 5.675483   
## stopped after 100 iterations

plotnet(irismodel, cex=.5) # a plot of our network

![](data:image/png;base64,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)

results <- predict(irismodel, iris[-rows,])  
data.frame(round(results), actual = iris[-rows, 8])

## setosa versicolor virginica actual  
## 5 1 0 0 setosa  
## 11 1 0 0 setosa  
## 12 1 0 0 setosa  
## 17 1 0 0 setosa  
## 19 1 0 0 setosa  
## 23 1 0 0 setosa  
## 32 1 0 0 setosa  
## 35 1 0 0 setosa  
## 36 1 0 0 setosa  
## 45 1 0 0 setosa  
## 52 0 1 0 versicolor  
## 63 0 1 0 versicolor  
## 74 0 1 0 versicolor  
## 76 0 1 0 versicolor  
## 89 0 1 0 versicolor  
## 92 0 1 0 versicolor  
## 93 0 1 0 versicolor  
## 100 0 1 0 versicolor  
## 104 0 0 1 virginica  
## 106 0 0 1 virginica  
## 112 0 0 1 virginica  
## 115 0 0 1 virginica  
## 120 0 0 1 virginica  
## 121 0 0 1 virginica  
## 124 0 0 1 virginica  
## 126 0 0 1 virginica  
## 133 0 0 1 virginica  
## 135 0 0 1 virginica  
## 144 0 0 1 virginica  
## 147 0 0 1 virginica

table(round(results)%\*%matrix(1:3),Y\_test%\*%matrix(1:3))

##   
## 1 2 3  
## 1 10 0 0  
## 2 0 8 0  
## 3 0 0 12

# we can see that the predicted probability of each class matches the actual label

As I suspected the black box code was able to predict the test data with 100% accuracy in an efficient manner.