**Качество и устойчивость алгоритмов обучения**

План занятия

1. *Общие положения и обозначения*.

При обучении машин существенным моментом является оценивание характеристики обобщения (generalization performance) различных алгоритмов обучения. При заданной тренировочной последовательности важно определить, насколько хорошо конкретный алгоритм обучения будет работать на новых данных, т.е. какова его способность к обобщению. Располагая подобной информацией, можно решать вопрос о выборе алгоритма, модели, значений параметров обучения.

На практике при оценивании характеристики (или ошибки) обобщения используют различные **стратегии перевыбора**, при этом обычно применяется процедура *k*-кратной перекрестной проверки (*k*-fold cross-validation (CV)), и как самостоятельная стратегия, и в составе более сложных стратегий. Наиболее популярной разновидностью CV-ошибки является так называемая **leave-one-out (loo) ошибка** (скользящий контроль), получаемая после применения *l*-кратной перекрестной проверки, где *l* – объём тренировочной последовательности.

Loo-ошибка как **оценка ошибки обобщения** (generalization error) является важной статистической **оценкой качества** алгоритмов обучения. В работах [1, 2, 3] приведены результаты, позволяющие обосновать использование *loo*-ошибки при построении машин.

Понятие **устойчивости алгоритма обучения** формально связывает *loo*-ошибку и ошибку обобщения, например, позволяя получатьверхние границы для ошибки обобщения с использованием *loo*-ошибки.

Введем обозначения.

Пусть *X* – пространство входных объектов ***x*** с фиксированным неизвестным распределением вероятностей *P*(***x***);

*Y* – пространство выходных объектов *y* с фиксированным неизвестным распределением вероятностей *P*(*y*/***x***).

*D* – тренировочная последовательность (ТП) объема *l*, т.е. выборка независимых, одинаково распределенных согласно закону *P*(***x***,*y*) *= P*(***x***)*×P*(*y*/***x***) наблюдений (***x***1, *y*1), … , (***x****l*, *yl*).

*Di* – тренировочная последовательность объема *l*–1,полученная из *D* путем удаления *i*-го образца (***x****i*, *yi*).

*fD* : *X*→*Y* – решение, полученное с использованием данногоалгоритма обучения на основе выборки *D*. Алгоритм обучения называется **симметричным**, если *fD* не зависит от перестановки элементов ТП.

Пусть функция потерь *L* : *R*×*Y*→*R*, *L*( *f*(***x***), *y*) ≡ *L*( *f*, (***x****,y*)) *L*( *f*, *z*), штрафует отклонение оценок *f*(***x***) от наблюдаемых *y*;  *z* = (***x***,*y*).

В качестве **ошибки обобщения** данногоалгоритма обучения относительно функции потерь *L* (∙) рассматривают **ожидаемый риск**
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В качестве эмпирической ошибки данногоалгоритма обучения относительно функции потерь *L* можно использовать как **эмпирический риск**
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так и **leave-one-out*-*ошибку**

![](data:image/x-wmf;base64,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).

Заметим, что в последнем случае образец (***x****i*, *yi*) не используется в процессе обучения, на нем тестируется решение, полученное на основе выборки *Di* объема *l*–1.

2. *Понятия устойчивости алгоритмов обучения*.

Будем рассматривать **устойчивость симметричного алгоритма обучения** относительно изменений в тренировочной последовательности (ТП), связанных с удалением одного образца.

2.1. Устойчивость гипотезы.
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[ См. [2] – п. 3: Определение 3 (стр. 503)]

2.2. Равномерная устойчивость.
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[ См. [2] – п. 3: Определение 6 (стр. 504)]

Из равномерной устойчивости алгоритма следует устойчивость гипотезы.

Равномерную устойчивость можно рассматривать как функцию от объёма тренировочной последовательности *l*. Говорят, что алгоритм обучения устойчив, если его равномерная устойчивость убывает как 1/*l*.

3.  *Cвойства loo-ошибки как статистической оценки ошибки обобщения*.

1) В отличие от эмпирического риска ***l*oo-ошибка почти не смещена** в следующем смысле:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAr8AAABKAQAAAACaogHAAAAABGdBTUEAALGOfPtRkwAAAAlwSFlzAAAuIwAALiMBeKU/dgAABOpJREFUWMPt2L+O2zYYAHBeDdQdgrpjhwLs1rXZUjQ49lX6Bj1kSYFD6cMN3qIXKKJn6BPEgYFq1COcDQ0aK8FDqBxD9vv4n7J8vgQtigImYFiyqJ/5T+RHEf0vJXKGz/B/Bd8cybXlEz/KxVF1PYaX2dnefdd6y6bgeX4e8pR6zR8scRu+p+G8xCrUqj6Ey+ys1lowW/JJ+PD01hVEWXhJyEWoBJmFrHdg4l/dJ/CWEMK9pAihIfcH+Pxgjt4lMPGwJLEOgLZ44zCCWSjilsR2hlzqyvWNg+VcRpjKgMDBn9QKsSkudArrXbgADSZ/dn8RYBwfDmbK104FmGdwF+Gd7sKFJsAigbspGNpyxexBCstpGMaQeOEbP8AiwnrhuxngwhU9hVUKC+4vVNorkp+AtYP1o+A6wCqBpYcho4dFgGkG6whvEriIMDsNLz4K7g7gQfIAKw8PAS5TWHGawF2AywDrI7AfFb0pqy3McThcoPYOczgBd/pj4NVJOFSnw3ER4O5iCtYJvEthP3NEuE/g0B0NzgXmqE5hmcEb/zsMQkVc95QB3iVwqBzArlmqFBYZvErgUPzCw37WBHgXy9Bo/yykcJg1EV6EDjFZmwfgra/OAUzs5JrB8eQkvItlyGE1BS/ioJiEsfMEcU1R+CcE50Gm1/NRG0PnKYKzB8KhJw28gTLiPJHBaxwrJVyrZAorLOYY7shcIayoYjkMLSlTeNCM/LSwcONmHgNz8RlUvcrHcb3+auZgnXVepZffzkfw5Us+m4L3G0EP4Nd0DbdPwc/ZjdAZ/FzwzRTcbtQhfEm7aVhds10Oq2cCh3dpnqUIC15VMMON4FeXTFzjqEjWMQOv5DXvhhTW6scj8N0BrPUrxcTLSfiD5F2fw0zgpHMIA1pkD8gF3sfkNIy9PYJ5gG91AYHV3MI6wCrCJcC/WlhS/SV9K58xAxcI7zNYeniB8K6QT8dw0hQweuUVwoJDfEPKL8T3NMJNBgveJ3DdDtLAHWYew4pKLl94eOhf/8a/Kwy8gJKI9ij8rij2PVyKcP0A/EcvOaM5HOdjCNl7DL4QXrVF2e8hX+/gMl9BtEC4dTB7KiSnAOOIRnio0xVEEYAb/CuA/ypo31gYexjuyOElxR5BuAP4SgjtYaqFXSnTMLbB4KuECWhVF7RrYBxZGGOKBDZhrDChgYR6ysurQZAIm3qPYahDuSZ6U+YwZCoPYLxdKpjkvhl6QVgC4/7CxxXucSjtVqFjDhZmEaMyj4QwCXO7iZ5uxB7yIVxoU5g6iYRMMkOqNIcRbiDTcAib211Y9n4eYWaLN4IxXvCw6Txp4X0ebVq4DPA9FOANwrWFWRJtmlRjRzu46HuEcSgrXuXxMaa9WTgsvId8JcImX4trlczg4jbCdYMxl+JDpeU1zSN60x9bHWCxUNyUuNW/w5T1VicRvUlm2XdwW0mBTdVVsMbyfA+CaT1LYKIZR7jRT7heznWyB8GkzKpuYDnrFgoDAtbVupuNdk2YljSF+VJ8foFt8kTbHdWQldik0v0LN91e7gpzOoxhm6Rvb7vnHtTXvguOwv5sX56GW7/sDW5f+gi4FsxlfAws3U462UvH9Am7/wA/uPv/hPcV+xAMhTwn31fcu++7h96wiF/8tTc6HKz/gXdCajb9+//9LdYZPsNn+AxPp78BbWDrBCT62FoAAAAASUVORK5CYII=) (Теорема Luntz and Brailovsky).

*loo*-ошибка, основанная на выборках объема *l*, дает несмещенную оценку ошибки обобщения после обучения по *l*–1 образцу.

2) Смещение *loo*-ошибки по модулю ограничено устойчивостью гипотезы алгоритма обучения
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3) Теорема Devroye et al (для классификаторов).

Пусть 0*L*( *f*, *z*) M , тогда :
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Для получения малой дисперсии *loo*-ошибки устойчивость гипотезы алгоритма обучения должна быть мала.

4) Вычисление *loo*-ошибки требует больших временных затрат, поэтому многие исследователи пытались получить для нее верхние границы.

Верхние границы для *loo*-ошибки, предполагающие построение **только одной** машины опорных векторов на основе исходной тренировочной последовательности объёма *l*, приведены в работах [1,3].

Для задачи бинарной классификации с использованием функции потерь *θ*(–*y*⋅*f*(***x***)), где *θ*(⋅) – функция Хевисайда, *loo-*оценка ядерной машины *fD* , которая минимизирует регуляризованный риск на основе тренировочной последовательности *D*, ограничена сверху:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAjQAQACQAAAADReQEACQAAA4YFAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASAIxIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9AIwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLz/eMAAAAAAJABAAAAAgQCABBTeW1ib2wAdtATCtWQb08A7O8YAIuCXnaAAWJ2TBRmCQQAAAAtAQAACAAAADIKfwJbAgEAAABbeRwAAAD7AvP94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB22hUKM7BvTwDs7xgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn8CYQQBAAAAXXkIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAjkGBQAAABMCIALZBhwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB20BMK1tBvTwCs7hgAi4JedoABYnZMFGYJBAAAAC0BAgAEAAAA8AEBAAgAAAAyCn4CWg4BAAAAKHkcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdtoVCjSwb08ArO4YAIuCXnaAAWJ2TBRmCQQAAAAtAQEABAAAAPABAgAIAAAAMgp+AhEQAQAAACl5HAAAAPsCov3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbQEwrX0G9PAEzvGACLgl52gAFidkwUZgkEAAAALQECAAQAAADwAQEACAAAADIKfALFCQEAAAAoeRwAAAD7AqL94wAAAAAAkAEAAAACBAIAEFN5bWJvbAB22hUKNbBvTwBM7xgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AECAAgAAAAyCnwCgRABAAAAKXkFAAAAFAIgAlESBQAAABMCIALxEgUAAAAUAjoBVhYFAAAAEwIGA1YWBQAAABQCOgHpFwUAAAATAgYD6RccAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdtATCtjQb08ArO4YAIuCXnaAAWJ2TBRmCQQAAAAtAQIABAAAAPABAQAIAAAAMgp+AuIYAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbaFQo2sG9PAKzuGACLgl52gAFidkwUZgkEAAAALQEBAAQAAADwAQIACAAAADIKfgJZHAEAAAApeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB20BMK2dBvTwCs7hgAi4JedoABYnZMFGYJBAAAAC0BAgAEAAAA8AEBAAgAAAAyCn4CzSABAAAAKHkcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdtoVCjewb08ArO4YAIuCXnaAAWJ2TBRmCQQAAAAtAQEABAAAAPABAgAIAAAAMgp+AoQiAQAAACl5HAAAAPsCvv3jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbQEwra0G9PAEzvGACLgl52gAFidkwUZgkEAAAALQECAAQAAADwAQEACAAAADIKfgLcFQEAAAAoeRwAAAD7Ar794wAAAAAAkAEAAAACBAIAEFN5bWJvbAB22hUKOLBvTwBM7xgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AECAAgAAAAyCn4C9CIBAAAAKXkcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtATCtvQb08AvPAYAIuCXnaAAWJ2TBRmCQQAAAAtAQIABAAAAPABAQAIAAAAMgrZAjMTAQAAAOV5CAAAADIK2QIbBwEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB22hUKObBvTwC88BgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AECAAgAAAAyCu8DvxMBAAAAPXkIAAAAMgrvA6cHAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbQEwrc0G9PALzwGACLgl52gAFidkwUZgkEAAAALQECAAQAAADwAQEACAAAADIKgAL/HAEAAAAteQgAAAAyCoACIhEBAAAAo3kIAAAAMgqAAi0KAQAAAC15CAAAADIKgAIKBQEAAAC6eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AECAAgAAAAyCvoA1xMBAAAAbHkIAAAAMgrvA2kTAQAAAGl5CAAAADIK4AINIgEAAABpeQgAAAAyCuACASABAAAARHkIAAAAMgrgAuMeAQAAAGl5CAAAADIK4ALiGwEAAABpeQgAAAAyCuACIhoBAAAAaXkIAAAAMgrgAmoXAQAAAGl5CAAAADIK+gC/BwEAAABseQgAAAAyCu8DUQcBAAAAaXkIAAAAMgrgApoPAQAAAGl5CAAAADIKEwMvDQEAAABEeQgAAAAyCuACEQwBAAAAaXkIAAAAMgrgApEDAQAAAER5CQAAADIK4AIdAQMAAABsb29lHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidkwUZgkEAAAALQECAAQAAADwAQEACAAAADIKgAJ+HwEAAABmbwgAAAAyCoACPR4BAAAAeW8IAAAAMgqAAhcYAQAAAGtvCAAAADIKrwNfEgEAAABsbwgAAAAyCoACrAwBAAAAZm8IAAAAMgqAAmsLAQAAAHlvCAAAADIKrwNHBgEAAABsbwgAAAAyCoACDgMBAAAAZm8IAAAAMgqAAkYAAQAAAFJvHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidkwUZgkEAAAALQEBAAQAAADwAQIACAAAADIKrwLjDQEAAABpbxwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAi4JedoABYnZMFGYJBAAAAC0BAgAEAAAA8AEBAAgAAAAyCu8DNBQBAAAAMW8IAAAAMgrvAxwIAQAAADFvHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidkwUZgkEAAAALQEBAAQAAADwAQIACAAAADIKgAKHGgEAAAAsbwgAAAAyCosBQRIBAAAAMW8IAAAAMgqLASkGAQAAADFvHAAAAPsCgP4AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidkwUZgkEAAAALQECAAQAAADwAQEACAAAADIKgAJFIQEAAAB4bwgAAAAyCoACGhsBAAAAeG8IAAAAMgqAAloZAQAAAHhvCAAAADIKgALSDgEAAAB4bxwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB22hUKPbBvTwC88BgAi4JedoABYnZMFGYJBAAAAC0BAQAEAAAA8AECAAgAAAAyCoACZhYBAAAAYW8IAAAAMgqAAuAUAQAAAHFvCAAAADIKgALICAEAAABxbwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAlMFGYJAAAKADgAigEAAAAAAgAAANTyGAAEAAAALQECAAQAAADwAQEAAwAAAAAA) .

[ См.: [1] – п. 6.4 .]

В работе [3] предложена верхняя граница leave-one-out*-*оценки ошибки обобщения для стандартного SV-классификатора (оценка Joachims’а):

![](data:image/x-wmf;base64,183GmgAAAAAAAEAY4AMACQAAAACxRQEACQAAA/sCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANAGBIAAAAmBg8AGgD/////AAAQAAAAwP///7v///8AGAAAmwMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAjgFBQAAABMCAAJKBhwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ixYK7yAAaQCs7hgAi4JedoABYnafE2bfBAAAAC0BAQAIAAAAMgpeAkAPAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIEAgAQU3ltYm9sAHYoFgqFYABpAKzuGACLgl52gAFidp8TZt8EAAAALQECAAQAAADwAQEACAAAADIKXgIPFQEAAAApeRwAAAD7AgX+4wAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ixYK8CAAaQBM7xgAi4JedoABYnafE2bfBAAAAC0BAQAEAAAA8AECAAgAAAAyCl4CLw0BAAAAe3kcAAAA+wIF/uMAAAAAAJABAAAAAgQCABBTeW1ib2wAdigWCoZgAGkATO8YAIuCXnaAAWJ2nxNm3wQAAAAtAQIABAAAAPABAQAIAAAAMgpeAk8XAQAAAH15BQAAABQCGgEWDQUAAAATAuYCFg0FAAAAFAIaAecXBQAAABMC5gLnFxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BgAi4JedoABYnafE2bfBAAAAC0BAQAEAAAA8AECAAgAAAAyCmACvBYBAAAAMXkIAAAAMgpgArgPAQAAADJ5CAAAADIKYAKiDgEAAAA6eQgAAAAyCmAC4gkBAAAAIHkcAAAA+wKA/gAAAAAAAJABAAAAzAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAIuCXnaAAWJ2nxNm3wQAAAAtAQIABAAAAPABAQAJAAAAMgpgAuUHAwAAAOPk5WUcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPAYAIuCXnaAAWJ2nxNm3wQAAAAtAQEABAAAAPABAgAJAAAAMgpgAtEGAwAAACAgIGUIAAAAMgpgAoMGAQAAACwgCgAAADIKYAI6AAUAAABKX2VycgAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdigWCohgAGkAvPAYAIuCXnaAAWJ2nxNm3wQAAAAtAQIABAAAAPABAQAIAAAAMgpgAr4VAQAAALNfCAAAADIKYALLEgEAAAArXwgAAAAyCmAC4AsBAAAAPV8IAAAAMgpgAgoEAQAAAD1fHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidp8TZt8EAAAALQEBAAQAAADwAQIACAAAADIKwAKYFAEAAABpXwgAAAAyCsACZBEBAAAAaV8IAAAAMgq0AUcDAQAAAGxfHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwGACLgl52gAFidp8TZt8EAAAALQECAAQAAADwAQEACAAAADIKYAL4DQEAAABpXwgAAAAyCmACpQoBAAAAZF8IAAAAMgqPA38FAQAAAGxfCAAAADIKawFSBQEAAABkXxwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2ixYK9CAAaQC88BgAi4JedoABYnafE2bfBAAAAC0BAQAEAAAA8AECAAgAAAAyCmAC0hMBAAAAeF8IAAAAMgpgAqURAQAAAGdfCAAAADIKYAJgEAEAAABhXwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAN+fE2bfAAAKADgAigEAAAAAAgAAANTyGAAEAAAALQECAAQAAADwAQEAAwAAAAAA).

Здесь: α*i* − множитель Лагранжа, ξ*i* − ослабляющая переменная, соответствующая *i-*му образцу; ![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdqUTCm0AAGkAVOAYAIuCXnaAAWJ2UhVmuAQAAAAtAQAACAAAADIKAAEoAAEAAABneQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABSFWa4AAAKADgAigEAAAAA/////2ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) − верхняя граница разности *k*(***x***,***x***)–*k*(***x***,***x***′) для всех допустимых входных векторов ***x***, ***x***′, где *k* – ядерная функция, (в случае линейного и гауссовского ядра ![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdkgWCpwgAGkAVOAYAIuCXnaAAWJ2RhZmiAQAAAAtAQAACAAAADIKAAEoAAEAAABneQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABGFmaIAAAKADgAigEAAAAA/////2ziGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)=1). Доказано, что в среднем эта оценка превышает истинную долю ошибок классификации.

5. *Верхние границы для ошибки обобщения (ожидаемого риска)*.

Различные понятия устойчивости приводят к различным верхним границам для ошибки обобщения в терминах как эмпирического риска, так и *loo*-ошибки.

Выбор меры устойчивости определяется желаемым типом границы: устойчивость гипотезы ведёт к чебышёвскому типу границ; равномерная устойчивость – к экспоненциальному типу границ.

(\*)

[См.: [2] – п. 4: лемма 7; теоремы 11, 12. ]

6. *Устойчивость алгоритмов регуляризации*.

Такие алгоритмы, какSVM,минимизирующие некоторую регуляризованную целевую функцию (алгоритмы регуляризации), имеют следующее важное свойство: их равномерная устойчивость контролируется параметром регуляризации.

(\*\*)

Это обстоятельство даёт возможность получать верхние границы ожидаемого риска, явно не зависящие от меры сложности класса функций, из которого выбирается решение. Такие верхние границы ожидаемого риска **зависят явно от параметра регуляризации**.

Таким образом, **выбор модели можно рассматривать как процесс выбора подходящего уровня сложности для оценивающей функции**.

[См.: [2] – п. 5.2: определение 19 (σ-допустимая функция потерь) стр. 512; теорема 22 (стр. 514); примеры верхних границ ожидаемого риска, не зависящих явно от меры сложности класса функций, из которого выбирается решение, а зависящих явно от параметра регуляризации.]

7.*Оценка качества бинарной классификации*.

Качество SV-классификатора, естественно, может быть исследовано и с использованием ROC-анализа.

ROC-анализ (Receiver Operator Characteristic) представляет собой графический метод для представления результатов бинарной классификации при машинном обучении, отражающий качество данного классификатора или сравнительную эффективность нескольких классификаторов.

ROC-кривые весьма полезны в случае асимметричного распределения входных векторов и неодинаковой цены ошибок классификации. Эти показатели становятся особенно важными при несбалансированных классах.

Чтобы определять качество классификации отдельно для каждого класса (один класс – класс с положительными образцами, второй – с отрицательными образцами), используют показатели чувствительности и специфичности.

**Чувствительность** отражает эффективность работы бинарного классификатора и определяет долю истинно положительных наблюдений относительно количества фактически положительных. Классификатор, обладающий высокой чувствительностью, обеспечивает большую вероятность правильного распознавания положительных образцов.

**Специфичность** отражает точность работы бинарного классификатора и определяется как отношение истинно отрицательных наблюдений к числу фактически отрицательных. Модель, обладающая высокой специфичностью, обеспечивает большую вероятность правильного распознавания отрицательных образцов.

Практическое руководство по корректному использованию ROC-кривых и основных показателей качества классификации можно найти в работе [4].
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Р**егуляризованный риск**:
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Параметр регуляризации λ > 0 согласовывает малую эмпирическую ошибку со степенью гладкости (сложности) решающей функции. Параметр регуляризации *C*  для стандартного SVM-обучения связан с λ соотношением *C* = 1/(2*l* λ).

Показано, что функция, минимизирующая регуляризованный риск, единственна и представляет собой **ядерную машину**, т.е. имеет вид: ![](data:image/x-wmf;base64,183GmgAAAAAAAOAMQAQBCQAAAACwVgEACQAAA90CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gDAAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAK8MCpCU4BIA2J/zd+Gf83cgIPV3qgxmugQAAAAtAQAACAAAADIKfgJHAQEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAAhgwKaZTgEgDYn/N34Z/zdyAg9XeqDGa6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4CuwIBAAAAKXkcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAAK8MCpH03xIA2J/zd+Gf83cgIPV3qgxmugQAAAAtAQAABAAAAPABAQAIAAAAMgp+AuMIAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIAAgAQU3ltYm9sAACGDApq9N8SANif83fhn/N3ICD1d6oMZroEAAAALQEBAAQAAADwAQAACAAAADIKfgJGDAEAAAApeRwAAAD7AsD9AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAArwwKkmThEgDYn/N34Z/zdyAg9XeqDGa6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCtkCswQBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgACABBTeW1ib2wAAIYMCmtk4RIA2J/zd+Gf83cgIPV3qgxmugQAAAAtAQEABAAAAPABAAAIAAAAMgrvAz8FAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACvDAqTZOESANif83fhn/N3ICD1d6oMZroEAAAALQEAAAQAAADwAQEACAAAADIKgAJ/AwEAAAA9eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XeqDGa6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAVwUBAAAAbHkIAAAAMgrvA/MEAQAAAGl5CAAAADIK4AJDCgEAAABpeQgAAAAyCuACTwcBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qgxmugQAAAAtAQAABAAAAPABAQAIAAAAMgqAArgHAQAAAEt5CAAAADIKgAKCAAEAAABmeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XeqDGa6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DqgUBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3qgxmugQAAAAtAQAABAAAAPABAQAIAAAAMgqAArIKAQAAACx5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d6oMZroEAAAALQEBAAQAAADwAQAACAAAADIKgAJ3BgEAAADieRwAAAD7AoD+AAAAAAAAvAIBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XeqDGa6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACaAsBAAAAeHkIAAAAMgqAAnkJAQAAAHh5CAAAADIKgALdAQEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtALqqDGa6AAAKACEAigEAAAAAAQAAAIDjEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), где вектор весов признаков **β**∈*Rl.*