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# 1 Project Summary

BoardGameGeek [1] is an online forum and games database for board game hobbyists. It holds information on over 125’000 tabletop games, including game data, reviews, images and videos. BoardGameGeek allows users to rate games on a scale of 1-10 and publishes a ranked list of board games based on these ratings. This ranking is a measure of the games’ popularity and is considered an important reference value among hobbyists (and thus a proxy for market success of a game).

The goal of the “Board game rating predictor” project is to develop an algorithm that can predict the BoardGameGeek rating of a new game or a game under development using a series of characteristics or features of the target game. The model was conceived as a tool for game developers to obtain an idea of the potential popularity or market value of their game before its launch, allowing them to fine-tune certain aspects of the game to improve its chances of success.

The project is split into two phases. Each phase will make use of different machine learning techniques:

* Phase I has the objective of finding the features of a game (as recorded in BoardGameGeek) that have the most effect on the game’s rating. These features could be e.g. number of players, mechanism of play, average play time. This phase will use unsupervised learning to find the features that most influence the target variable (rating).
* Phase II will use the information from Phase I to develop the predictor algorithm and provide a single predicted rating value for any game. This phase will use regression techniques (i.e., supervised learning) to find the rating prediction from multiple game features.

The game features include game ID, game name, minimal number of players, maximal number of players, rated weight, average rating, bgg rating, number of expansions, year published, designers, artists, publishers, mechanisms, categories, sculptors, game family and game subtype. The data is obtained via web scraping of the BoardGamesGeek platform through its API [2].
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