# 深度残差学习在图像识别中的应用

深度神经网络更难训练。我们提出了一个残差学习框架，以简化网络的训练，这些网络比以前使用的网络要深得多。我们显式地将层重新表示为参考层输入的残差学习函数，而不是未引用的学习函数。我们提供了全面的经验证据，表明这些残差神经网络更容易优化，并且可以通过深度增加提升精度。在ImageNet数据集上，我们评估了深度高达152层的残差神经网络（它比VGG网络[41]深8倍），但复杂度仍然较低。这些残差网络的集成在ImageNet测试集上获得了3.57%的误差。这一结果在ILSVRC 2015分类任务中获得第一名。我们还对CIFAR-10进行了100层和1000层的分析。

深度对于许多视觉识别任务至关重要。仅由于我们极深的探索，我们在COCO目标检测数据集上获得了28%的相对改进。深层残差网络是我们提交给ILSVRC和COCO 2015竞赛的基础，我们还在ImageNet检测、ImageNet本地化、COCO检测和COCO细分任务上获得了第一名。

## 简介

深卷积神经网络[22，21]为图像分类[21，50，40]带来了一系列突破。深层网络以端到端的多层方式自然地集成了低/中/高级别特征[50]和分类器，并且特征的“级别”可以通过堆叠的层(深度)的数量来丰富。最近的证据[41，44]揭示了网络深度是至关重要的，在具有挑战性的ImageNet数据集[36]上的领先结果[41，44，13，16]都利用了深度从16[41]到30[16]的“非常深”[41]模型。许多其他非常重要的视觉识别任务[8，12，7，32，27]也从非常深入的模型中受益匪浅。

图1.具有20层和56层“普通”网络的CIFAR-10上的训练错误(左)和测试错误(右)。网络越深，训练误差越大，因此测试误差越大。ImageNet上的类似现象如图4所示。

在深度重要性的推动下，一个问题出现了：学习更好的网络是否像堆叠更多层一样容易？回答这个问题的一个障碍是臭名昭著的梯度消失/爆炸问题[1，9]，它从一开始就阻碍了收敛。然而，这个问题在很大程度上已经通过归一化初始化[23，9，37，13]和中间归一化层[16]来解决，这使得具有数十层的网络能够开始收敛于具有反向传播的随机梯度下降(SGD)[22]。

当更深的网络能够开始收敛时，降级问题就暴露了出来：随着网络深度的增加，精确度达到饱和(这可能并不令人惊讶)，然后迅速降级。出乎意料的是，这种退化并不是由过度拟合引起的，而且在适当深度的模型上增加更多的层会导致更高的训练误差，正如[11，42]中所报告的那样，并被我们的实验彻底验证。图1显示了一个典型的示例

(训练精度的)下降表明并非所有的系统都同样容易优化。让我们考虑一种较浅的层数，以及在其上增加更多层的更深层的模型。对于更深层的模型，有一种解决方案：添加的层是识别映射，其他层是从深度学习的浅层模型复制而来的。这种构造结果的存在表明，较深的模型应该不会比较浅的模型产生更高的训练误差。但是实验表明，我们现有的求解器不能找到比构造的解更好或更好的解(或者不能在可行的时间内找到)。

在本文中，我们通过引入深度残差学习框架来解决退化问题。我们不希望较少数量的层直接拟合所需的基本映射，而是显式地让这些层拟合残差映射。形式上，我们将基本映射表示为H(X)，使叠加的非线性层拟合的映射表示为F(X)：=H(X)−x，则基本映射为F(X)+x，我们假设残差比原始的无参考映射更容易优化。在极端情况下，如果映射是最优的，那么将残差推到零要比通过一堆非线性层来拟合单位映射要容易得多。

F(X)+x的公式可以通过具有“捷径连接”的前馈神经网络来实现(图2)。快捷连接[2、34、49]是跳过一个或多个层的连接。在我们的例子中，快捷连接只是执行识别映射，它们的输出被添加到堆叠层的输出(图2)。识别快捷连接既不会增加额外参数，也不会增加计算复杂性。整个网络仍然可以由SGD使用反向传播进行端到端的训练，并且可以使用通用库(例如，Caffe[19])轻松实现，而无需修改解算器

我们在ImageNet[36]上进行了全面的实验，以显示退化问题并评估我们的方法。结果表明：1)深度残差网络易于优化，但对应的“普通”网络(简单的堆叠层)在深度增加时表现出更高的训练误差；2)深残差网络可以很容易地从深度的大幅增加中获得精度提升，其结果明显好于以往的网络。

在CIFAR-10集[20]上也显示了类似的现象，这表明我们的方法的优化问题和效果不仅仅类似于特定的数据集。我们在这个数据集上提供了超过100层的成功训练的模型，并探索了超过1000层的模型。

在ImageNet分类器数据集[36]上，我们通过极深的残差网络获得了很好的结果。我们的152层残差网络是ImageNet上出现的最深的网络，但其复杂度仍低于VGG网络[41]。我们的集成在ImageNet测试集上有3.57%的TOP-5错误，并在ILSVRC 2015分类比赛中获得第一名。拥有较高深度的层数在其他识别任务上也有很好的泛化性能，并带领我们在ILSVRC和COCO 2015大赛中进一步获得了ImageNet检测、ImageNet本地化、CoCo检测和CoCo分割的第一名。这一强有力的证据表明，残差学习原理是通用的，我们期望它也适用于其他视觉和非视觉问题。

## 2相关工作

残差表示法。

在图像识别中，VLAD[18]是由相对于字典的残差向量编码的表示，并且Fisher向量[30]可以被表示为VLAD的概率版本[18]。它们都是用于图像检索和分类的强大的浅层表示[4，48]。对于矢量化，编码残差矢量[17]被证明比编码原始矢量更有效。

在低层视觉和计算机图形学中，为了求解偏微分方程(PDE)，广泛使用的多重网格法[3]将系统重新描述为多个规模上的子问题，其中每个子问题负责较粗和较细规模之间的残差解。多重网格的另一种选择是分层基础预处理[45，46]，它依赖于代表两个尺度之间的残差向量的变量。已经证明[3，45，46]这些求解器比不知道解的残差性质的标准求解器收敛得快得多。这些方法表明，良好的重构或预处理可以简化优化。

快捷连接。

导致捷径连接的实践和理论研究由来已久[2，34，49]。训练多层感知机(MLP)的早期做法是添加从网络输入到输出的线性层[34，49]。在[44，24]中，几个中间层直接连接到辅助分类器，用于处理消失/爆炸梯度。文献[39，38，31，47]提出了将中间层响应、梯度和传播误差实现快捷连接。在[44]中，“初始”层由一个快捷分支和几个深层分支组成。

在我们工作的同时，“高速网络”[42，43]提供了与门控功能[15]的快捷连接。这些门依赖于数据并且有参数，这与我们的识别快捷方式是无参数的形成对比。当门控捷径为“闭合”(接近于零)时，高速网络层代表非残差功能。相反，我们的公式总是学习残差函数；我们的识别快捷方式永远不会关闭，所有信息都会通过，还有其他剩余函数需要学习。此外，高速网络层并没有随着深度的极大增加(例如，超过100层)而表现出精确度的提高。

3深度残差学习

3.1.。残差学习

让我们考虑H(X)作为由少量堆叠层(不一定是整个网)拟合的底层映射，其中x表示这些层中的第一个层的输入。如果假设多个非线性层可以渐近逼近复杂函数，则等价于假设它们可以渐近逼近残差函数，即H(X)−x(假设输入和输出具有相同的维数)。因此，我们不是期望堆积层近似H(X)，而是显式地希望堆积层近似残差函数F(X)：=H(X)−x。因此，原始函数变成F(X)+x。虽然这两种形式应该能够渐进地近似期望的函数(如假设的)，但学习的难易程度可能不同。

这种重新表述的动机是关于退化问题的违反直觉的现象(图1，左)。正如我们在引言中讨论的那样，如果添加的层可以被构造为识别映射，则较深的模型的训练误差不应大于较浅的对应模型。退化问题表明，求解器在用多个非线性层近似单位映射时可能有困难。利用残差学习重构，如果单位映射是最优的，则解算器可以简单地将多个非线性层的权重推向零以接近单位映射。

在实际情况中，身份映射不太可能是最优的，但我们的重新表述可能有助于预先确定问题的条件。如果最优函数更接近于恒等式映射而不是零映射，则求解器应该更容易参考恒等式映射找到扰动，而不是将该函数作为新函数学习。我们通过实验(图7)表明，学习的残差函数通常有小的响应，这表明身份映射提供了合理的预处理。

3.2.使用快捷方式进行识别映射

我们对每几个叠加层采用残差学习。构建块如图2所示。形式上，我们认为构建块定义为：
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这里x和y是所考虑的层的输入和输出向量。函数F(x，{Wi})表示要学习的残差映射。对于具有两层的图2中的示例，F=W2σ(W1x)，其中σ表示RELU[29]，并且为了简化表示法而省略了偏置。运算F+x通过快捷连接和逐个元素相加来执行。我们采用加法后的二阶非线性(即σ(Y)，见图2)。

公式(1)中的快捷连接既不引入额外的参数，也不增加计算复杂度。这不仅在实践中很有吸引力，而且在比较平面网络和剩余网络时也很重要。我们可以公平地比较同时具有相同数量的参数、深度、宽度和计算成本的平坦/残差网络(除了可以忽略的元素相加)。

在公式(1)中，x和F的尺寸必须相等。如果不是这种情况(例如，当改变输入/输出通道时)，我们可以通过快捷连接执行线性投影Ws以匹配尺寸。

![](data:image/png;base64,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)

我们也可以使用公式(1)中的方阵Ws。但是我们将通过实验证明，同一性映射对于解决退化问题是足够的，并且是经济的，因此只有在匹配维度时才使用Ws。

剩余函数F的形式是灵活的。本文中的实验涉及一个函数F，它有两层或三层(图5)，而更多层是可能的。但如果F只有一层，则公式(1)类似于线性层：y=W1x+x，我们没有观察到它的优点。

我们还注意到，尽管为了简单起见，上述符号是关于全连通层的，但它们也适用于卷积层。函数F(x，{Wi})可以表示多个卷积层。逐个通道地对两个特征映射执行逐个元素的相加。

3.3.网络架构

我们测试了各种平面/残留网，观察到了一致的现象。为了提供实例供讨论，我们描述了ImageNet的两个模型，如下所示。

纯网络。我们的平原基线(图3，中间)主要受到VGG网[41](图3，左)的哲学启发。卷积层大多具有3×3个滤波器，并遵循两个简单的设计规则：(I)对于相同的输出特征图大小，各层具有相同数目的滤波器；(Ii)如果特征图大小减半，则滤波器数目增加一倍，以保持每层的时间复杂度。我们通过跨度为2的卷积层直接执行下采样。网络以全局平均池层和使用Softmax的1000路全连接层结束。图3(中间)的加权层总数为34层。

值得注意的是，我们的模型比VGG网[41](图3，左)具有更少的过滤器和更低的复杂度。我们的34层基线有36亿个Flops(乘加)，仅为VGG-19(196亿个Flops)的18%。

图3.ImageNet的示例网络体系结构。左：参考VGG-19型[41](196亿FLOP)。中间：具有34个参数层(36亿FLOP)的平面网络。右图：具有34个参数层(36亿FLOP)的剩余网络。虚线快捷键增加了尺寸。表1显示了更多详细信息和其他变体。

剩余网络。在上述普通网络的基础上，我们插入捷径连接(图3，右侧)，将网络转换为其对应的剩余版本。当输入和输出的尺寸相同时，可以直接使用身份快捷方式(公式(1))(图3中的实线快捷方式)。当维度增加时(图3中的虚线快捷方式)，我们考虑两个选项：(A)快捷方式仍然执行身份映射，并为增加维度填充额外的零个条目。此选项不引入额外参数；(B)公式(2)中的投影快捷方式用于匹配尺寸(通过1×1卷积完成)。对于这两种选项，当快捷键跨越两种大小的要素地图时，它们的执行步长为2

3．4 实现

我们对ImageNet的实现遵循[21，41]中的实践。在[256,480]中对图像的短边进行随机采样以进行比例放大[41]，从而调整图像的大小。从图像或其水平翻转中随机采样224×224个裁剪，减去每个像素的平均值[21]。使用了[21]中的标准颜色增强。我们采用批次归一化(BN)[16]，即在每次卷积之后和激活之前，紧跟在[16]之后。我们如[13]中那样初始化权重，并从头开始训练所有平面/残差网络。我们使用SGD，小批量为256。学习速率从0.1开始，在误差平台期除以10，模型的训练次数可达60×104次。我们使用0.0001的权重衰减和0.9的动量。我们不使用辍学[14]，遵循[16]中的做法。

在测试中，为了进行比较研究，我们采用标准的10作物测试[21]。为了获得最好的结果，我们采用了像[41，13]中那样的完全卷积形式，并在多个尺度上平均得分(图像被调整大小，使得较短的一侧在{224,256,384,480,640}中)。

4 实验

4．1 图片网络分类器

我们在包含1000个类的ImageNet 2012分类数据集[36]上对我们的方法进行了评估。该模型在128万幅训练图像上进行训练，并在5万幅验证图像上进行评估。我们还获得了测试服务器报告的10万张测试图像的最终结果。我们评估前1名和前5名的错误率。

纯网络公司。我们首先评估了18层和34层的平面网。34层的平面网如图3(中间)所示。18层的平面网也是类似的形式。有关详细架构，请参见表1。

表2中的结果表明，较深的34层平面网比较浅的18层平面网具有更高的验证误差。为了揭示原因，在图4(左)中，我们比较了他们在训练过程中的训练/验证错误。我们观察到了退化问题--尽管18层平面网络的解空间是34层平面网络的子空间，但34层平面网络在整个训练过程中都有较高的训练误差。

表1.ImageNet的体系结构。方括号中显示了积木(另见图5)，其中堆叠了积木的数量。下采样由卷积3\_1、卷积4\_1和卷积5\_1执行，步长为2。

图4.关于ImageNet的培训。细曲线表示训练误差，粗曲线表示中心作物的验证误差。左：18层和34层的平面网络。右图：18层和34层的ResNet。在这个图中，与普通网络相比，残差网络没有额外的参数。

我们认为，这种优化困难不太可能是由梯度消失引起的。这些平面网络用BN[16]进行训练，确保前向传播的信号具有非零方差。我们还验证了向后传播的梯度对BN表现出健康范数。因此，向前或向后的信号都不会消失。事实上，34层的平面网仍然能够达到有竞争力的精度(表3)，这表明求解器在某种程度上是有效的。我们推测，深平面网络可能具有指数级的低收敛速度，这影响了训练误差的降低。这种优化困难的原因将在未来进行研究。

剩余网络公司。接下来，我们评估了18层和34层残差网络(ResNets)。基线架构与上面的平面网相同，只是每对3×3过滤器都增加了一个快捷连接，如图3(右)所示。在第一个比较中(右侧的表2和图4)，我们对所有快捷方式使用身份映射，对增加维度使用零填充(选项A)。因此，与普通的对应物相比，它们没有额外的参数。

我们从表2和图4中有三个主要观察到的结果。第一，情况与剩余学习相反-34层的ResNet比18层的ResNet好(2.8%)。更重要的是，34层ResNet表现出相当低的训练误差，并且可推广到验证数据。这表明退化问题在这种情况下得到了很好的解决，我们设法通过增加深度来获得精度提升。

其次，与普通的对应网络相比，34层ResNet将TOP-1错误减少了3.5%(表2)，这是由于成功减少了训练错误(图4右对左)。这种比较验证了残差学习在极深系统上的有效性。

最后，我们还注意到，18层的平面/剩余网相对准确(表2)，但18层的ResNet收敛更快(图4右对左)。当网格“不是太深”(这里是18层)时，当前的SGD解算器仍然能够找到平坦网格的良好解。在这种情况下，ResNet通过在早期阶段提供更快的收敛来简化优化。

身份识别与投影快捷方式。我们已经展示了参数自由、身份快捷方式对培训有帮助。接下来，我们研究投影快捷方式(公式(2))。在表3中，我们比较了三个选项：(A)零填充快捷键用于增加尺寸，并且所有快捷键都是无参数的(右如表2和图4)；(B)投影快捷键用于增加尺寸，其他快捷键是相同的；以及(C)所有快捷键都是投影。

表3显示，这三个选项都比普通的对应选项要好得多。B比A略好。我们认为这是因为A中的零填充维度确实没有剩余的学习。C略好于B，我们将其归因于许多(13个)投影快捷方式引入的额外参数。但A/B/C之间的微小差异表明，投影快捷方式对于解决退化问题并不是必不可少的。因此，我们在本文的其余部分不使用选项C，以降低内存/时间复杂度和模型大小。为了不增加下面介绍的瓶颈体系结构的复杂性，身份快捷方式尤其重要。

更深层次的瓶颈架构。接下来，我们将描述我们对ImageNet的更深层次的网络。出于对我们能负担得起的培训时间的考虑，我们将构建块修改为瓶颈设计4。对于每个剩余函数F，我们使用3层而不是2层的堆栈(图5)。这三层是1×1、3×3和1×1卷积，其中1×1层负责降低维度，然后增加(恢复)维度，使得3×3层成为输入/输出维度较小的瓶颈。图5显示了一个示例，其中两种设计具有相似的时间复杂度

无参数标识快捷方式对于瓶颈体系结构尤为重要。如果将图5(右)中的身份快捷方式替换为投影，则可以显示时间复杂度和模型大小增加了一倍，因为快捷方式连接到两个高维末端。因此，身份快捷方式为瓶颈设计提供了更高效的模型。

50层ResNet：我们将34层网络中的每个2层块替换为此3层瓶颈块，从而形成50层ResNet(表1)。我们使用选项B来增加维度。这个模型有38亿次失败。

101层和152层的ResNet：我们使用更多的3层块来构建101层和152层的ResNet(表1)。值得注意的是，尽管深度显著增加，152层ResNet(113亿Flops)的复杂度仍然低于VGG-16/19网络(15.3/196亿Flops)。

50/101/152层的ResNet比34层的ResNet精确得多(表3和表4)。我们没有观察到退化问题，因此从显著增加的深度中获得了显著的精度提升。深度对所有评估指标都有好处(表3和表4)。

与最先进的方法进行比较。在表4中，我们与之前最好的单一模型结果进行了比较。我们的基线34层ResNet已经达到了非常有竞争力的精确度。我们的152层ResNet的单模TOP-5验证误差为4.49%。这个单一模型的结果比之前所有的集成结果都要好(表5)。我们将六个不同深度的模型组合成一个整体(在提交时只有两个152层的模型)。这会导致测试集上3.57%的TOP-5错误(表5)。这项参赛作品获得了2015年ILSVRC的第一名。

4．2

我们在CIFAR-10数据集[20]上进行了更多的研究，该数据集包括10个类别的50k训练图像和10k测试图像。我们给出了在训练集上训练的实验，并在测试集上进行了评估。我们的重点是极深网络的行为，而不是推动最先进的结果，因此我们有意使用简单的架构，如下所示。

普通/剩余架构遵循图3(中/右)的形式。网络输入是32×32的图像，减去每个像素的平均值。第一层为3×3卷积。然后，我们在大小分别为{32，16，8}的特征地图上使用具有3×3卷积的6n层的堆栈，每个特征地图大小对应2n层。过滤器的数量分别为{16，32，64}个。子采样通过步长为2的卷积执行。网络以全局平均池、10路完全连接层和Softmax结束。共有6n+2个叠加权重层。下表汇总了体系结构：

当使用快捷连接时，它们连接到3×3层对(共3n个快捷连接)。在此数据集上，我们在所有情况下都使用标识快捷方式(即选项A)，因此我们的残差模型与普通模型具有完全相同的深度、宽度和参数数量。

我们使用0.0001的权重衰减和0.9的动量，并且采用[13]和BN[16]中的权重初始化，但是没有丢失。这些型号在两个GPU上以128的小批量进行训练。我们从0.1的学习率开始，在32k和48k迭代时除以10，在64k迭代时结束训练，这是根据45k/5k列车/Val拆分确定的。我们遵循[24]中的简单数据增强进行训练：每边填充4个像素，并从填充的图像或其水平翻转中随机采样32×32个裁剪。为了进行测试，我们只评估了原始32×32图像的单一视图。

我们比较n={3，5，7，9}，得出20、32、44和56层网络。图6(左)显示了普通网络的行为。深度平坦的网络会受到深度增加的影响，并且在更深的时候表现出更高的训练误差。这种现象与ImageNet(图4，左)和MNIST(见[42])上的情况相似，表明这样的优化困难是一个基本问题。

图6(中间)显示了ResNet的行为。同样类似于ImageNet的情况(图4，右)，我们的ResNet设法克服了优化困难，并证明了随着深度的增加，精确度会有所提高。

我们进一步探索了导致110层ResNet的n=18。在这种情况下，我们发现初始学习率0.1略大，无法开始收敛5。因此，我们使用0.01来预热训练，直到训练误差低于80%(大约400次迭代)，然后返回到0.1并继续训练。学习日程的其余部分和之前一样。这个110层的网络汇聚得很好(图6，中间)。与Fitnet[35]和Highway[42](表6)等其他深薄网络相比，它的参数更少，但仍是最先进的结果(6.43%，表6)。

层响应分析。图7显示了层响应的标准差(STD)。响应是在BN之后和其他非线性(REU/加法)之前的每个3×3层的输出。对于ResNet，这种分析揭示了剩余函数的响应强度。图7显示ResNet的响应通常比其普通对应的响应要小。这些结果支持我们的基本动机(3.1节)，即剩余函数通常比非剩余函数更接近于零。我们还注意到，较深的ResNet有较小的响应幅度，图7中ResNet-20、56和110之间的比较证明了这一点。当有更多的层时，单个ResNet层对信号的修改往往较少。

探索1000多层。我们探索了一个超过1000层的深度极大的模型。我们设置n=200，这导致1202层网络，该网络如上所述被训练。我们的方法没有优化困难，并且这种103层网络能够实现<0.1%的训练误差(图6，右)。它的测试误差仍然很好(7.93%，表6)。

但在如此激进的深度模型上，仍然存在一些悬而未决的问题。这个1202层网络的测试结果比我们的110层网络的测试结果要差，虽然两者的训练误差差不多。我们认为这是因为过于贴合。对于这个小的数据集，1202层网络可能不必要地大(19.4m)。应用诸如maxout[10]或dropout[14]之类的强正则化以在该数据集上获得最佳结果([10，25，24，35])。在本文中，我们没有使用最大输出/丢弃，而是通过设计简单地通过深薄体系结构施加正则化，而没有分散对优化困难的关注。但结合更强的正则化可能会提高结果，这一点我们将在未来进行研究。

4．3基于PASCAL和MS COCO的目标检测

该方法对其他识别任务具有较好的泛化性能。表7和表8显示了Pascal VOC 2007和2012[5]以及COCO[26]上的目标检测基线结果。我们采用更快的R-CNN[32]作为检测方法。这里我们感兴趣的是用ResNet-101取代VGG-16[41]的改进。使用这两种模型的检测实施(请参阅附录)是相同的，因此收益只能归功于更好的网络。最值得注意的是，在具有挑战性的COCO数据集上，我们获得了COCO的标准指标(MAP@[.5，.95])增加了6.0%，这是28%的相对改进。这一收获完全归功于所学到的表述。

基于深度残差网络，我们在ILSVRC和COCO 2015大赛中获得了多个赛道的第一名：ImageNet检测、ImageNet本地化、COCO检测和COCO分割。详情载于附录。

Cnn卷积神经网络

Dnn深度神经网络

梯度消失和梯度爆炸原因及其解决方案

层数越多，越容易发生梯度爆炸和梯度消失

如果每个隐藏层都使用sigmod函数，且层数过多，会发生梯度消失的问题。

解决方案：一般是使用激活函数（如 ReLU）等方式。