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# Introduction and Review

We have studied the normal-based linear and binary logistic regression models dependent on the types of the random response variable.

## Linear Regression Models

The primary regression models are normal linear models. The basic distributional assumption is that the residuals follow a normal distribution with mean zero and constant variance. The explanatory variables (also called predictor variables) are assumed to be uncorrelated with the response variable. Of course, the functional form of the explanatory variables must be correctly specified. Furthermore, the predictor variables are assumed to be non-random. This means that the response variable is a normal random variable - a special continuous random variable.

The regression coefficients are estimated by the least square method - also the least square estimation (LSE). When making inferences about the LSE, we still assume the residuals are normally distributed in order to construct confidence intervals of the regression coefficients and test the significance of the regression coefficient as well.

However, many continuous variables in the real world are not normally distributed, for example, a system’s lifetime in reliability engineering, toxic concentrations in underground water, survival times of cancer patients who received surgery, the waiting time of a customer at a service desk, etc. These random variables are not normal.

## Binary Logistic Regression Model

Contrary to the linear regression model that requires the response variable to be a continuous normal random variable, the logistic regression model, the response variable is assumed to be a Bernoulli random variable that takes on only two distinct values such as “diseased” vs “disease-free”, “success” vs “failure”, etc.

The actual regression function in the logistic regression is the probability of “success” not the value of the response variable “success”. The model was constructed with a special structure. The estimation of the regression coefficients is based on the likelihood theory.

The interpretation of the logistic regression model is also different from that in the linear regression model due to the special structure of the logistic regression. The regression coefficients measure how the corresponding explanatory variable impacts the log odds of success.

The resulting logistic regression model can be used for the association analysis and prediction as well. The use of predictive modeling is one of the most important classification algorithms in data science. This module will focus on the discrete response variable which represents the number of occurrences of some event. Here are some examples.

* the number of sun-spots over the years.
* the number of positive COVID-19 cases in a period of time.
* the number of the COVID-19 death counts.
* the number of people walking into an Emergency Room per hour.

# Poisson Regression Models

The Poisson regression model assumes the random response variable to be a frequency count or a rate of a specific event such as COVID-19 positivity rates, COVID-19 death mortality, etc. As in the linear and logistic regression models, we also assume that predictor variables are non-random.

The family of logistic regression models assumes that the response variable follows a binomial distribution while Poisson regression models assume that the response variable has a Poisson distribution.

## Assumptions of Poisson Regression Model

The basic assumptions of Poisson regression are

* **Poisson Response**: The response variable is a count per unit of time or space, described by a Poisson distribution.
* **Independence**: The observations must be independent of one another.
* **Mean is equal to variance**: By definition, the mean of a Poisson random variable must be equal to its variance.
* **Linearity**: The log of the mean rate, , must be a linear function of .

## Structure of Poisson Regression Model for Counts

Let be the response variable that takes on frequency counts as values and be the set of predictor variables such as demographics and social determinants. Further, let be the mean of the response variable. The Poisson regression model is defined in the following analytic expression.

where are coefficients of the Poisson regression model. The interpretation of the regression coefficient is as following

* = the baseline logarithm of the mean of , , when all predictor variables , for . As usual, we are not interested in the inference of the intercept parameter.
* = is the change of the log mean due to one unit increases in with all other being fixed, for .

To be more specific, let be the mean counts with variables being fixed except for . To look at how impacts the value of , we increase by one unit and fix all other predictor variables.

After the increasing by one unit, the corresponding log mean is given by

Therefore,

* If , then . This implies that does not impact the mean of , equivalently, and are not associated with each other.
* If , then . This implies that , equivalently, and are positively associated with each other.
* Similarly, if , then and are negatively associated with each other.

Because the Poisson distribution is usually used to model rare event such as diseases and anomalies and the regression coefficients can be expressed as , is called **relative risk**, sometimes also called **risk ratio** or **log risk ratio**.

## Poisson Models for Rates

Poisson log-linear regression model for the expected rate of the occurrence of the event is defined by

This can be re-expressed as

The term is referred to as an offset. It is an adjustment term and a group of observations may have the same offset, or each individual may have a different value of t. is an observation and it will change the value of estimated counts:

$$
\mu=\exp[(]\beta\_0 + \beta\_1 x\_1 + \beta\_2 x\_2 + \cdots + \beta\_p x\_p+log(t)]\\
= t\exp(\beta\_0)\exp(\beta\_1 x\_1 + \beta\_2 x\_2 + \cdots + \beta\_p x\_p)
$$

This means that mean count is proportional to t.

Note that the interpretation of parameter estimates and will stay the same as for the model of counts; you just need to multiply the expected counts by t.

## Estimation of Regression Coefficients and Goodness-of-fit

Unlike the linear regression in which we have assumptions about the residuals. The estimated residuals can be used to test the assumptions about the distribution. In GLM, the goodness-of-fit is much more complex than the normal-based regression modeling. But we can mimic residuals in the linear regression modeling to define a similar quantity called **deviance residual** based on the likelihood of the model. We will give this definition in the next module.

The estimation of the regression coefficients is based on the maximum likelihood estimation (MLE) which requires numerical solutions. In the Poisson distribution, the mean and variance are equal (). Failing to meet this assumption results the issue of **dispersion**, a common violation of the Poisson regression. We will discuss this issue and the relevant remedies in the next module.

We will not go into details about how to estimate the regression coefficients and perform model diagnostics in this module. Instead, we will focus on data analysis, in particular, the interpretation of regression coefficients.

## Data Set Layout

The data set required for the Poisson regression model in R should have the following layout.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| ID(optional) |  |  | … |  | (counts) | total (counts, optional) |
| 1 |  |  | … |  |  |  |
| 2 |  |  | … |  |  |  |
| … | … | … | … | … | … | … |
| n |  |  | … |  |  |  |

As usual, if there are categorical variables (with numerical coding), we need to introduce dummy variable to capture the unequal effects on the response across the categories of the variables.

# Case Study

In this section, we use cancer data that have a frequency count and other predictor variables. The data set was built in the R library {ISwR}.

data(eba1977)  
kable(head(eba1977), caption = "First few records in the data set")

First few records in the data set

|  |  |  |  |
| --- | --- | --- | --- |
| city | age | pop | cases |
| Fredericia | 40-54 | 3059 | 11 |
| Horsens | 40-54 | 2879 | 13 |
| Kolding | 40-54 | 3142 | 4 |
| Vejle | 40-54 | 2520 | 5 |
| Fredericia | 55-59 | 800 | 11 |
| Horsens | 55-59 | 1083 | 6 |

# check the values of the variables in the data set

The data set represented the lung cancer incidence in four Danish cities 1968-1971. This data set contains counts of incident lung cancer cases and population size in four neighboring Danish cities by age group. The primary random response variable is lung cancer cases. The predictor variables are the age group and the total population size of the neighboring cities.

## Poisson Regression on Cancer Counts

We first build a Poisson frequency regression model and ignore the population size of each city in the data.

model.freq <- glm(cases ~ city + age, family = poisson(link = "log"), data = eba1977)  
##  
pois.count.coef = summary(model.freq)$coef  
kable(pois.count.coef, caption = "The Poisson regression model for the counts of lung   
 cancer cases versus the geographical locations and the age group.")

The Poisson regression model for the counts of lung cancer cases versus the geographical locations and the age group.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Estimate | Std. Error | z value | Pr(>|z|) |
| (Intercept) | 2.2437446 | 0.2036265 | 11.0189233 | 0.0000000 |
| cityHorsens | -0.0984401 | 0.1812909 | -0.5429952 | 0.5871331 |
| cityKolding | -0.2270575 | 0.1877041 | -1.2096561 | 0.2264109 |
| cityVejle | -0.2270575 | 0.1877041 | -1.2096561 | 0.2264109 |
| age55-59 | -0.0307717 | 0.2480988 | -0.1240298 | 0.9012916 |
| age60-64 | 0.2646926 | 0.2314278 | 1.1437369 | 0.2527328 |
| age65-69 | 0.3101549 | 0.2291839 | 1.3533017 | 0.1759593 |
| age70-74 | 0.1923719 | 0.2351660 | 0.8180261 | 0.4133423 |
| age75+ | -0.0625204 | 0.2501222 | -0.2499593 | 0.8026188 |

The above inferential table about the regression coefficients indicates both city and age are insignificant. This means, if we look at the cancer count across the age group and city, there is no statistical evidence to support the potential discrepancy across the age groups and the cities. However, this does not imply that the model is meaningless from the practical perspective since statistical significance is not equivalent the clinical importance. Moreover, the sample size could impact the statistical significance of some of the variables.

The other way to look at the model is the appropriateness of the model. The cancer counts are dependent on the population sizes. Ignoring the population size implies the information in the sample was not effectively used. In the next subsection, we model the cancer rates that involve the population size.

The other way to look at the model is the appropriateness of the model. The cancer counts are dependent on the population sizes. Ignoring the population size implies the information in the sample was not effectively used. In the next subsection, we model the cancer rates that involve the population size.

## Poisson Regression on Rates

The following model assesses the potential relationship between cancer death rates and age. This is the primary interest of the model. We also want to adjust the relation be the potential neighboring cities.

model.rates <- glm(cases ~ city + age, offset = log(pop),   
 family = poisson(link = "log"), data = eba1977)  
  
kable(summary(model.rates)$coef, caption = "Poisson regression on the rate of the   
 cancer rate in the four Danish cities adjusted by age.")

Poisson regression on the rate of the cancer rate in the four Danish cities adjusted by age.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Estimate | Std. Error | z value | Pr(>|z|) |
| (Intercept) | -5.6320645 | 0.2002545 | -28.124529 | 0.0000000 |
| cityHorsens | -0.3300600 | 0.1815033 | -1.818479 | 0.0689909 |
| cityKolding | -0.3715462 | 0.1878063 | -1.978348 | 0.0478895 |
| cityVejle | -0.2723177 | 0.1878534 | -1.449629 | 0.1471620 |
| age55-59 | 1.1010140 | 0.2482858 | 4.434463 | 0.0000092 |
| age60-64 | 1.5186123 | 0.2316376 | 6.555985 | 0.0000000 |
| age65-69 | 1.7677062 | 0.2294395 | 7.704455 | 0.0000000 |
| age70-74 | 1.8568633 | 0.2353230 | 7.890701 | 0.0000000 |
| age75+ | 1.4196534 | 0.2502707 | 5.672472 | 0.0000000 |

The above table indicates that the log of cancer rate is not identical across the age groups and among the four cities. To be more specific, the log rates of Fredericia (baseline city) were higher than in the other three cities. The youngest age group (45-55) has the lowest log rate. The regression coefficients represent the change of log rate between the associate age group and the reference age group. The same interpretation applies to the change in log rate among the cities.

## Some Graphical Comparison

The inferential tables of the Poisson regression models in the previous sections give numerical information about the potential discrepancy across the age group and among the cities. But it is not intuitive. Next, we create two graphics that make the hidden pattern visible.

The following calculation is based on the regression equation with coefficients given in above table 3. Note that all variables in the model are indicator variables. Each of these indicator variables takes only two possible values: 0 and 1.

For example, gives the cancer rate of baseline city, Fredericia, and the baseline age group [45-54]. gives the cancer rate of baseline city, Fredericia, and age group [55-59]. Following the same pattern, you can find the cancer rate for each combination of the city and age group.

# Fredericia  
Fredericia = c(exp(-5.632), exp(-5.632+1.101),   
 exp(-5.632+1.52),exp(-5.632+1.77),  
 exp(-5.632+1.86),exp(-5.632+1.42))  
# Horsens  
Horsens = c(exp(-5.632-0.331), exp(-5.632-0.331+1.101),   
 exp(-5.632-0.331+1.52),exp(-5.632-0.331+1.77),  
 exp(-5.632-0.331+1.86),  
 exp(-5.632-0.331+1.42))  
# Kolding  
Kolding= c(exp(-5.632-0.372), exp(-5.632-0.372+1.101),   
 exp(-5.632-0.372+1.52),exp(-5.632-0.372+1.77),  
 exp(-5.632-0.372+1.86), exp(-5.632-0.372+1.42))  
# Vejle  
Vejle = c(exp(-5.632-0.272), exp(-5.632-0.272+1.101),   
 exp(-5.632-0.272+1.52),exp(-5.632-0.272+1.77),  
 exp(-5.632-0.272+1.86), exp(-5.632-0.272+1.42))  
minmax = range(c(Fredericia,Horsens,Kolding,Vejle))  
####

plot(1:6,Fredericia, type="l", lty =1, col="red", xlab="",   
 ylab="Cancer Rate", xlim=c(0,6), ylim=c(0, 0.03), axes=FALSE )  
axis(2)  
axis(1, labels=c("[45-54]","[55,59]","[60,64]","[65,69]","[70,74]","75+"),   
 at = 1:6)  
points(1:6,Fredericia, pch=19, col="red")  
##  
lines(1:6, Horsens, lty =2, col="blue")  
points(1:6, Horsens, pch=20, col="blue")  
##  
lines(1:6, Kolding, lty =3, col="purple")  
points(1:6, Kolding, pch=21, col="purple")  
###  
lines(1:6, Vejle, lty =4, col="mediumvioletred")  
points(1:6, Vejle, pch=22, col="mediumvioletred")  
##  
legend("topleft", c("Fredericia","Horsens", "Kolding", "Vejle" ),  
 pch=19:22, lty=1:4, bty="n",   
 col=c("red", "blue", "purple", "mediumvioletred"))

![](data:image/png;base64,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)

## Conclusion and Discussion

Several conclusions we can draw from the output of the regression models.

The regression model based on the cancer count is not appropriate since the information on the population size can not be used. Simply including the population size in the regression model to improve the model performance. See the following output of the fitted Poisson regression model.

model.freq.pop <- glm(cases ~ city + age + pop, family = poisson(link = "log"),   
 data = eba1977)  
##  
pois.count.coef.pop = summary(model.freq.pop)$coef  
kable(pois.count.coef.pop, caption = "The Poisson regression model for   
 the counts of lung cancer cases versus the geographical locations,   
 population size, and age group.")

The Poisson regression model for the counts of lung cancer cases versus the geographical locations, population size, and age group.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Estimate | Std. Error | z value | Pr(>|z|) |
| (Intercept) | 3.2128418 | 2.0328317 | 1.5804760 | 0.1139979 |
| cityHorsens | -0.0460603 | 0.2123037 | -0.2169547 | 0.8282436 |
| cityKolding | -0.1860295 | 0.2065207 | -0.9007788 | 0.3677059 |
| cityVejle | -0.2363857 | 0.1888636 | -1.2516209 | 0.2107080 |
| age55-59 | -0.6973716 | 1.4118856 | -0.4939293 | 0.6213561 |
| age60-64 | -0.4398872 | 1.4875090 | -0.2957207 | 0.7674434 |
| age65-69 | -0.4459548 | 1.5936553 | -0.2798314 | 0.7796069 |
| age70-74 | -0.6085898 | 1.6875082 | -0.3606440 | 0.7183656 |
| age75+ | -0.8251288 | 1.6101773 | -0.5124459 | 0.6083390 |
| pop | -0.0003412 | 0.0007140 | -0.4778690 | 0.6327434 |

The cancer rate in Fredericia is significantly higher than in the other three cities. It seems that there is no significant difference between Horsens, Kolding, and Vejle. The reason why Fredericia has a higher cancer rate needs further investigation with additional information.

There is a curve linear relationship between age and the cancer rate. The cancer rate increases as age increases. However, the rate starts decreasing after 75. This pattern is consistent with the clinical studies since lung cancer patients were mostly diagnosed between 65-70. It is rare to see lung cancer patients aged under 45.

The last statistical observation is that there is no interaction effect between the age groups and the geographic locations. The rate curves are “parallel”.

This is only a small data set with limited information. All conclusions in this report are only based on the given data set.

# Concluding Remarks

This note briefly outlines the regular Poisson regression model for fitting frequency data. The Poisson regression model has a simple structure and easy to interpret but has a relatively strong assumption - variance is equal to mean.

If this assumption is violated, we can use negative binomial regression as an alternative. The other potential issue is the data has excess zeros, then we can consider zero-inflated Poisson or zero-inflated negative binomial regression models.

For this week’s assignment, you will modeling the daily counts (and proportion) of cyclists who entered and left the four bridges in the New York City. The data set will be provided in the document of the assignment instruction.