机器学习回归问题算法

在Hadoop环境下大规模并行实现

相关工作总结

在当今的信息化社会中，大规模数据集已经越来越普遍。特别是在机器学习和数据挖掘领域中，几百GB以至于TB的训练数据集就要求研究者开发效率更高、并行度更大的算法。而回归问题正是其中的一个典型代表。我们选择从罗吉斯回归模型[1]入手，因为这种模型除了解决回归问题，还可以用于二分类和多分类问题，其学习算法一般都具有良好的可扩展性。

在Hadoop环境下运用MapReduce实现机器学习算法的大规模并行，其他学者已经取得了不少优异的成果。早期的工作如谷歌公司实现的PSVM(*Parallel Support Vector Machines*)算法运用基于行的矩阵近似分解方法通过降低运算时内存大幅增加了程序并行度，成功将有效利用的机群节点数推进到上百台[2]。同样来自于谷歌公司的工作PLDA(*Parallel Latent Dirichlet Allocation*)通过有效地随机抽样方法同样提高了算法效率，并拥有对节点故障的鲁棒性[3]。最近由斯坦福大学Andrew Ng教授联合谷歌公司实现的针对深度学习算法的大规模并行化工作，不仅把并行机器数推进到上万，运算节点推进到上百万，更取得了目前最好的学习效果[4]。在针对回归问题的研究上，由卡纳基梅隆大学开发的GraphLab软件通过集成多种高效代码库和底层优化可以一定程度上提高算法效率[5]。但其设计初衷是在单机上利用多核实现并行，尽管后期发布了分布式版本，但仍不适合大规模多机并行。以上工作在Hadoop环境下均有开源代码提供，易于学习和研究。针对罗吉斯回归，我们已经从理论上提出了次线性的方法降低了算法复杂度[6]，并期望发展此算法，在大规模并行环境下更好得发挥出算法优势，取得优良的效果。
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