损失函数

损失函数（loss function）是用来估量你模型的预测值f(x)与真实值Y的不一致程度，它是一个非负实值函数,通常使用L(Y, f(x))来表示，损失函数越小，模型的鲁棒性（稳定性）就越好。损失函数是经验风险函数的核心部分，也是结构风险函数重要组成部分。模型的结构风险函数包括了经验风险项和正则项，通常可以表示成如下式子：
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其中，前面的均值函数表示的是经验风险函数，L代表的是损失函数，后面的是正则化项，或者叫惩罚项，它可以是L1，也可以是L2，或者其他的正则函数。整个式子表示的意思是找到使目标函数最小时的值。

经验风险
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在假设空间、损失函数以及训练数据集确定的情况下，经验风险函数式就可以确定。经验风险最小化(ERM)的策略认为，经验风险最小的模型是最优的模型，所以经验最小化模型就是求解最优化问题。
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其中F是假设空间

当样本容量足够大时，经验风险最小化可以保证有很好的学习效果，但是样本容量很小时，效果未必很好，会产生过拟合现象。结构风险最小化(SRM)是为了防止过拟合而提出的。结构风险最小化等价于正则化。结构风险在经验风险上加上表示模型复杂度的正则化项或罚项，在假设空间、损失函数以及训练数据集确定的情况下，结构风险最小化定义为
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结构风险最小化(SRM)的策略认为，结构风险最小的模型是最优的模型，所以结构最小化模型就是求解最优化问题。
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这样，监督学习问题就变成了经验风险或结构风险函数的最优化问题。

下面介绍几种损失函数：

(1)0-1损失函数

![](data:image/x-wmf;base64,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)

(2)绝对值损失函数

![](data:image/x-wmf;base64,183GmgAAAAAAAOAPAAIACQAAAADxUwEACQAAA8YBAAACAKkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAuAPCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8z///+gDwAAzAEAAAUAAAAJAgAAAAIFAAAAFAJgATABHAAAAPsCgP4AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBPdEAAAAAEAAAALQEAABUAAAAyCgAAAAAJAAAAKCwoKSl8KCl8AJgBsAHsAX4ApAEgBOwBugAAAwUAAAAUAmABTAAcAAAA+wKA/gAAAAAAALwCAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8E90QAAAAAQAAAAtAQEABAAAAPABAAASAAAAMgoAAAAABwAAAExZZlhZZlgAVgEEAoAB3gPQAoABAAMFAAAAFAJgAbQHHAAAAPsCgP4AAAAAAAC8AgAAAAEAAgAQU3ltYm9sAACgXxZ2ASkKkgAACgAAAAAAKfBPdEAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9LbICAAOpAAAAJgYPAEcBQXBwc01GQ0MBACABAAAgAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllclRoYWkAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQEBAQEDAgMCAQIBAQEBAQMBAQEEAQAKAQACAINMAAIAgigAAgCDWQACAIIsAAIAg2YAAgCCKAACAINYAAIAgikAAgCCKQACBIY9AD0CAIJ8AAIAg1kAAgSGEiItAgCDZgACAIIoAAIAg1gAAgCCKQACAIJ8AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJEhAIoCAAAKAPQnZpH0J2aRIQCKArDVGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

(3)平方损失函数（最小二乘法，Ordinary Least Squares）

![](data:image/x-wmf;base64,183GmgAAAAAAAKAQQAIACQAAAADxTAEACQAAAwACAAACALEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAQCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9gEAAA+QEAAAUAAAAJAgAAAAIFAAAAFAL0AOUPHAAAAPsCIv8AAAAAAAC8AgAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBPdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMim8AQUAAAAUAqABMAEcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8E90QAAAAAQAAAAtAQEABAAAAPABAAAVAAAAMgoAAAAACQAAACgsKCkpKCgpKQCYAbAB7AF+AP4BFATsAX4AAAMFAAAAFAKgAUwAHAAAAPsCgP4AAAAAAAC8AgEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBPdEAAAAAEAAAALQEAAAQAAADwAQEAEgAAADIKAAAAAAcAAABMWWZYWWZY/1YBBAKAASwE0AKAAQADBQAAABQCoAG0BxwAAAD7AoD+AAAAAAAAvAIAAAABAAIAEFN5bWJvbAAAoF8WdowhClEAAAoAAAAAACnwT3RAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAPS0AAwADsQAAACYGDwBYAUFwcHNNRkNDAQAxAQAAMQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXJUaGFpABEETVQgRXh0cmEAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEBAQEBAwIDAgECAQEBAQEDAQEBBAEACgEAAgCDTAACAIIoAAIAg1kAAgCCLAACAINmAAIAgigAAgCDWAACAIIpAAIAgikAAgSGPQA9AgCCKAACAINZAAIEhhIiLQIAg2YAAgCCKAACAINYAAIAgikAAgCCKQADABwAAAsBAQEAAgCIMgAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A+CEAigIAAAoACCFm+AghZvghAIoCsNUZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)

最小二乘法是线性回归的一种，OLS将问题转化成了一个凸优化问题。在线性回归中，它假设样本和噪声都服从高斯分布（为什么假设成高斯分布呢？其实这里隐藏了一个小知识点，就是中心极限定理），最后通过极大似然估计（MLE）可以推导出最小二乘式子。最小二乘的基本原则是：最优拟合直线应该是使各点到回归直线的距离和最小的直线，即平方和最小。换言之，OLS是基于距离的，而这个距离就是我们用的最多的欧几里得距离。为什么它会选择使用欧式距离作为误差度量呢（即Mean squared error， MSE），主要有以下几个原因：

a.简单，计算方便；

b.欧氏距离是一种很好的相似性度量标准；

c.在不同的表示域变换后特征性质不变。

Y-f(X)表示的是残差，整个式子表示的是残差的平方和，而我们的目的就是最小化这个目标函数值（注：该式子未加入正则项），也就是最小化残差的平方和（residual sum of squares，RSS）。

而在实际应用中，通常会使用均方差（标准差）作为一项衡量指标，公式如下：

上面提到了线性回归，这里额外补充一句，我们通常说的线性有两种情况，一种是因变量y是自变量x的线性函数，一种是因变量y是参数的线性函数。在机器学习中，通常指的都是后一种情况。

（最小二乘法推导可以参考以下链接<https://blog.csdn.net/lql0716/article/details/70165695>）

(4)对数损失函数（逻辑回归）
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对数损失, 即对数似然损失(Log-likelihood Loss), 也称逻辑斯谛回归损失(Logistic Loss)或交叉熵损失(cross-entropy Loss), 是在概率估计上定义的.它常用于(multi-nominal, 多项)逻辑斯谛回归和神经网络,以及一些期望极大算法的变体. 可用于评估分类器的概率输出.

对数损失通过惩罚错误的分类,实现对分类器的准确度(Accuracy)的量化. 最小化对数损失基本等价于最大化分类器的准确度.为了计算对数损失, 分类器必须提供对输入的所属的每个类别的概率值, 不只是最可能的类别. 对数损失函数的计算公式如下:
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如果只有两类 {0, 1}, 则对数损失函数的公式简化为

![https://images2018.cnblogs.com/blog/757205/201806/757205-20180623170758959-855776533.png](data:image/png;base64,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)

这时, yi 为输入实例 xi 的真实类别, pi 为预测输入实例 xi 属于类别 1 的概率. 对所有样本的对数损失表示对每个样本的对数损失的平均值, 对于完美的分类器, 对数损失为 0

在逻辑回归的推导中，它假设样本服从伯努利分布（0-1分布），然后求得满足该分布的似然函数，接着取对数求极值等等。而逻辑回归并没有求似然函数的极值，而是把极大化当做一种思想，进而推导出它的经验风险函数为：最小化负的似然函数（即max F(y, f(x)) —-> min -F(y, f(x)))。从损失函数的视角来看，它就成了log损失函数了。

（5）Hinge损失函数

在机器学习算法中，hinge损失函数和SVM是息息相关的。在线性支持向量机中，最优化问题可以等价于下列式子

![$$\min_{w,b}  \ \sum_{i}^{N} [1 - y_i(w\cdot x_i + b)]_{+} + \lambda||w||^2 $$](data:image/gif;base64,R0lGODlhIQE1ALMAAP///wAAAMzMzDIyMtzc3JiYmKqqqmZmZu7u7lRUVLq6uhAQEERERCIiIoiIiHZ2diH5BAEAAAAALAAAAAAhATUAAAT+EMhJq704T5ICksZyaGRpnmiqrmzrvnAsA0XyTM6s73zv/8BgqSBYTArCpHLJbDpTyIEBoCA8r9isdnsiKACGAY1LLpvPP6RkIVCj3/C4vOJ2JNzzvH7vzEkQAQJ8g4SFMxwDghIjho2Oj5CRkpOUlZaXmJmam5ydnp+goaKjpHMLAQELqqusqqivqFOls5wFqAwmBDWoYrS+QAYOD4xNDKh+JggPgb/NOwh+Nk4Ip8woBsRoCHiPBR9oXxPhKeNUEgq9Bb1NAqgNKg/fDAmyXNmEDop/2TUJW7gTAKYQCECgFQDDoLyLsSyAPxYPJyBgUI5JPkMEjFlQgExCRCH+6A5SIEjwBEkLDUSaEHDPxYBYEDc8sFVxybpCCkpKuAngo5ADOk+qEDohQU0m1FCpPOETQICjQgpwI1MAKoUHNyw4qNcTRtUT7ZYSRTH24tImCnitaPr0CYOzXL6SGHBUwMemKuSaaJA14MgVRA0YQEAg30td2AYXMGBUggAGC6wIOLy4sYoDqFqSYGt1hQBsExhfMEJBQQFiB5BQ+2bCQIEHClwngItBLwZAgrdWIO3Ra+cKDhb6HU7l9ITUAFYTLyiBAKwbgNS0U6OAN6CD0R3zTtEA1e8KnGdsA8DGY18K28eXJ6+I7okqAAgsmLLehO0LBgIcXMDaKQW8UHz+J1FbywGkniLruSfBWBYQCEg4gFCg3wQOerCCc6n0t1mDAprwhXMTLBCOAVkRIJw5IMYXAA4aCtCAPqGdsx0I511wnwUH9CUiBQ2wBiAKN2ZAzUdCfbiiiiwWqMGEyTEJCGtMOoWdhSvYEoBOGYR3wWMMdOmllx1d9VA7Em1wogQPPFSAQDUCUIRVaVqg4SIJ1JnAAAPYKU0FDUBojQQ9FmWBAJ0doCeeerYp0QH5/bVcnDSw6eiCS045JZQiORmlCh1wtWEFBM7QgCwO8PTHjACM6hEyYZowwFT2dfYkCEeG+N9GnmoQpAUZfbCAG2Op2hOrkzKXgaaXUpippS3+DNCqBlrOQCUDWdmBXoPfCCsAjMkwGY61JOzaHG/U7nZrBbEB+d1k3zywzlhUagsjg6Ay2ySmyv6xKQp1csrhDhY69wUSgS64VGTJzScBrBhUR8ORAlhB8Jx0/LYQOhXYdW5puWYgrmMpbcDkWAhTIws39DrWAUV2XalAywlsu7LMLrdMETymlhCRMsYM8AC3Lrz2GpUE3CQVuqkRkZoDFGPAkgGfPWDAOEUP8ZsCDwijFVcPIXDA111+fQBtR1jM7Z5jKZA0SwUwXUHKWxRQcAo/9uAAm3hM1MRMVrsEHq7qvgC3BoNjUR3Z0AqxY6rj9IjHz0w4TkLTHnLTVLr+J1BuUrGbL8eFfB3+8U3dMXiNZjZZL6XZD6n/YPrf6Hb8Q+EY0K6CA6iigEADDGdADOkxSMV3CeNJ4o0Fl8vug+0WMI+Cxs0qqmtE8yjvjAz9XKA5D3ettbEMDvS+GfAUcBDq9ej/AG4ChJXEQGqrZ/DA3NoTEPVLqaSvvw8Tk0cpeh+I2TVgQcACFlB6+0tgC3bnJoB05DELCp0wsELBClrwgttToAZbM4LXJAcPJFpDBjdIQi2EDyE5GAwVPhAMGiCwhDDUAgFSgw25MMAPB3DAs2LIQzhYLwYh7KEQZYCAH8JghENMogaMqMQmYgJcToxi3FKFRCla0QdVu6IVFp0wvC16MQmS+6IYWecAxI3RGREAADs=)

下面对式子变形，令

![$$[1 - y_i(w\cdot x_i + b)]_{+} = \xi_{i}$$](data:image/gif;base64,R0lGODlhuQATALMAAP///wAAAERERFRUVKqqqu7u7rq6utzc3HZ2dpiYmDIyMszMzIiIiGZmZhAQECIiIiH5BAEAAAAALAAAAAC5ABMAAAT+EMhJq70435K0/2AYJoVonpcwEGj7NW4sW8xCFfCUDMPsA72bwPA71YrI0EEQsBgYlWBSUyBGJwdEImCdehTeMMYguIApUvGNYCAc0BauGpPozF2JbgaBuDBYE2lzCw8lFoIAcncVAm+LKHkfCnoTC2mIYg99F4iKPgsEOQAEmA4VBgmiDR0FDoYhBAkIbTuOIJFUAQQEfxWmgY8FnlcVwzEcAA42QJu+Nx3KEtEAkyIGbwcOLNO3lBYEAY6uFE3AjwKAh3HeLUQH5clWBJsHDxTu5e8TDK+VD8sUABn4FbAZHXYUGjRzoKeQuRMNeEicOMDgBAOzCLya1wnhAgH+IEOKhGIBQZAF8F7VKxkkQRkJFiUsYLgHUb8JESUqUDAx5gMrwgACcCgB0QKEMXZtALIOyQNADM5UaGXhaVGSALCaUGDnBC4MwgyBc/bwYrofODR0RBLAkIBNDNIQnNBWglUAC4SGEObIStwPXy9km/CWbFEnZy/kpCjRYi8aPdYWqfuOSAeiABr5etMKUFcQAwFskfnm8k0LgS/YA2BAqsxLiJPwQT20gJQCCJgoQKAXjxYEdQEccF3n1KoEC1bxM5GcACgEbLC4PugBI4OYjw8DwNGgAcjuDWzFQClA73Cmjxi8BKBFyCMK7T2k3krsXuJPTB50bY8JCc2hXRRO8hlv79mFDBUxoFKfWWFkEUAOAvaHVg4IiMIeA+IBYOEiCGAoRloLStCGGqHAhKGEP9QRnwcHFqgGCeqccl+K82Sowowu5qijaDwsVWAEADs=)

于是原式就变成了

![$$\min_{w,b}  \ \sum_{i}^{N} \xi_i + \lambda||w||^2 $$](data:image/gif;base64,R0lGODlhmQA1ALMAAP///wAAAMzMzDIyMtzc3JiYmKqqqmZmZu7u7lRUVLq6uhAQEERERCIiIoiIiHZ2diH5BAEAAAAALAAAAACZADUAAAT+EMhJq704T5ICksZyaGRpnmiqrmyRPJPDznRt32ohLFOB/8CgkOQbGAAKwnDJbLIICoBhAPA5r9hsb7IQWLXgMPDrSHzF6LRKJkEEBOq4PMMZwCWjuX7P7/v/gIGCg4SFhoeIiYqDCwEBC5CRkpCOlY5Hi4oFjgwmBC6OVJkrBg4PeWEMjmwmCA9voykIbC9iCI2wKAaoelETvinASBIKogWiYQKODSoPH3udE9Ep0wDTSgCnKQXMN68BCTgIwkHF2BTV1SfpFg3nJgK8NQOXNggGCgbvQAfq1ugr2FFIQC7MLUf7Ugho8GxbQQzK9gmkBjAGnIRgFISi0QDGigL+DzF0rDARxUQDBhAQcCCA3qddKQsYIChBAIMFSloGeElTxQFH8k64CUmEqAUH3aRVRFIA1QEftxoKJGAJhhsryqwo4NFmZ1esXFU0cGQ0AwNMOcpSGLr0HwAEPrpIkAtgALCSFgL4Yvs2AAWvEvR2bYiC6iPCJxQ8yNfQgMcMIFHcCqe0chSqEjBLcCC1bV5sbkB7mAAYAGA3iE9sCuCPBMoLqQEcSEA7wYABtWthQHDAgN/KEqo9oFxg2mO3wTWcXt6w9HKMJjqgbRUUReQSBBh8WPClZANMCVixQk7+c1fRzc89nzFgvAkH02NQ1nBdQ8tnD5CVHA3ge807yQH+d8F6faVHmmjQkUDbCg8cJ4EPDBVFwkLnUIVNSTi9tQAmZ5DXGgACdMCAAiGyRmIHCQhQIgMqiniiic0goxBrAGYmIwb1iVQjALqVpMBTOjzFGUme7cFNbPCo0sAXD3R4QY4BFVkCXr1kWAMBr+TBkJMVIGmSlCRQKQcBC6i1FpK7SPCAAwn+IGaYYM7gQFgrILCkT0861uYQb2rQJwsh0jCAgyW40Md8PK6AKKI3OMBldIySwIFgsQBRhgQJqKQOA09Vp8EDEWagkgCO0fNIpWP0t12AXHyQoi6WxCqrrISiSoOdIEYznk3BmblZg8AGK+ywztj6Q5oFWHWGY3NNeWksII5mI0NKSHxQShW1PisIAU/tch0DbBzggHvaxhKfEMyWC8Y9Tjir7hDnvivvD5fOiyqE7tpbCAE36rtIk/5WumXAo6y5J8EURAAAOw==)

若取C，式子可变成

![$$\min_{w,b}  \frac{1}{C}\left ( \frac{1}{2}\ ||w||^2 $$ + C \sum_{i}^{N} \xi_i\right )$$](data:image/gif;base64,R0lGODlh3AA3ALMAAP///wAAAMzMzDIyMtzc3JiYmKqqqmZmZu7u7lRUVLq6uhAQEERERCIiIoiIiHZ2diH5BAEAAAAALAAAAADcADcAAAT+EMhJq7046y3c/mAojqRGJAEiGctRWoT3zjSINESt77xYJI+JbJcw9I6zgRHJbNYKgsWk0LsJnFjMI5HtejNUJUCR6ykWqi+WkFK7vQQFwDAAUJEJ15s5CO7/THcACwKCPWxlgDosio08gg4Jhj0HDI41DX6XmyRDCAFXTJ9yiggMpCMKAYkWpqicmycDoQB6TQxcfwQPBQGvIQx1F7u9v7DHXQZtir4kn5MWzcjTXgFDf9I+yxnZ1N5MCQ2N3SDBH+Tf6YurzMYbAbbc7ur0JGzQaugaqksa+vUAQyzIhW2elm3yAjpZECDAgocQIz5sSLFhvxoMpAD6hyEjCI7+Xww4eBDvTa8Alj4Q+NFQmA4HCN2AtLDApT+DXhDIAKKIQcNrGxA8ALVD2UWZOCt8IngTxKukFp5KUCCsgM03CBgSFWGg5AsB1rA+8NmHlgawmi4IJfvA7IWUEuACowC3DMlGYAOIG/EgDY1PXjcU2OtGFT4acuWWo2sBh6gtBxx4iHFhaACmf6FOQElCQOAsvY7qSEyCNIUEmvk2MPugwbwBFnUgMKDAAKsMCwinG+p2NOMRpiU4uHL7QgHNDBQDAJsha8PiIgQ08AuigUZ1B7b2CD53AlwDBhBQFgz1AJq3+1rSyEQC9nLYK7uGL2AAtQQBGXMIgE/fPpPs0CH+9tsYBdhyABVZpWEaGxSlhcFxG/CDgWgVZAfPC6O0F4AEz9wXwB1nTPBJGR0ud90RKAQ4g2kIUEGIBC8CMAAp3I0AoQYerddQahUwQCGOG0ogTYYAfEIBO0KS8gl1PKDApG/eTQUAGxJQKZyCA5JwIzeY2dPQeSQo8EBtfhng4GnLIDkih9sgCYCaMb1Z0ZxzYuAkN3Q2hGOWW0hQAFya1KjBAQkUmsAAAxjKUwVhDRPCScptAJ5aGtz5Jolw+uUmnCrOYOl2WTawRAJDDCHoo0ktANRUvWWAwo8YIPDZBpZyyqamidiKh5s8cLeMqPfRcioIW2JQSSurajBAshr+OEBhJECmoeuSm+WKaacvAIgEdwvkkNUShgz7QbEYNHBNByMUWsIDZ1IxXQY+LYfCKQLMq0C9lwmALwP62rsvjyDwtm2WChwIxYEOUCcueSBE8oBkrWbwwFUhgMVvBQRQTIF79Ah8xMLoRfkCuYG8+5VPDQjCi7JBipWHZFMya8dMBThQCVQgW5BzrF2cga1KQ+kx3WEANKDbF62x5loGhmlQQBpswBpXlouJPA0BCwCMwJMr6PGwigFoHIIDJ36QnAXMZcDGmRSsNkE4G+ycZaSX3EC0scaZ+XORl9FQrwjmcU03m11SsIDKLdt5GglMFX5JH1o6PgJaNDhwNwX+El4g9ZuDWwC3QuBIPgwKAGOQuQXQApCAeIoxcOCs3pU9wgBHNxfA5qCT0BrXIhIggJmwOfQIr1MUrYJGip2XQMSbib7BULz3KHPuJSiT5/Vzsl0CCs2Jg59wFHwPwCnvMPuzKlDBTH0PI7Hr/vvwxx/9CA2IPYcLBQTRIgVmwjj/IMm61wc+ob0JiGR9CFRLAApoOQA8bA4qUIAKDpi/DxxLKdNrW+cUAIkEelAVzCPAgbpyIwbIIDIZnIC5wpdCISSuAp5RgAy74sEEPkB2IcAdBhwGsRFEDQNaoYjzakiD/mGhAUNUiw5v0TkifuF/NQAL8zSwxCYoA4pOXN9VAeynjsNlERCpc8KH1ueA2n2xC+7CYgkKgMOApOyMb8gYFhZQRWqECI5qWFkTHNDEepgQj18Ymii6VUMrALILX2MCAy4XEOkcMndhJKIRH1kPAgwuAgA7)

可看出，该式子与下式费非常相似：

![$$\frac{1}{m} \sum_{i=1}^{m} l(w \cdot  x_i + b, y_i) + ||w||^2$$](data:image/gif;base64,R0lGODlh4AAzALMAAP///wAAAO7u7kRERLq6utzc3HZ2dpiYmDIyMszMzIiIiFRUVKqqqiIiImZmZhAQECH5BAEAAAAALAAAAADgADMAAAT+EMhJq71CGXJWOYdzjWRpnmiqrmzrvjDFAEECKIP0xHzv/8Cg0JTIARYzQWPIbDqf0JdCIWkIAKGodsvt+gY2pWTB8ZrPaJhgQHgZCQbJQdFO2+94ScFwCNTzgIGCLX6DhoeIFIWJjI13i46RklqQk5aXQJWYm5wsmiMPAQEPpKWmpKKpojOdrXafF30BRiYfC6IIrrpMDBoiF7AXA6JUKQIGNbvKPhljcRbBFgKhySoMvycCB8svB1dAfwDhKOF1BLlY6BLHwwgGNicJoksrBt8UBcUT2JcK8D0C+PWgBYAgCoK0CkgwIPAFsgALeBh4sG2CP0wFhgUhoG8gBYP+JxBaaKDQB4JVPEhSUHeJAEgeLHmIXDFzAhkg00SVdDGNAghDB8ZdMPAMiAJWJYKG/Mii5g0bO3sQwAWDQcQJA6ICUmoCgVAeCa4m/VrB6UGmEhgwEJAviANRDVMsqKijAgdsDrZNu3eCwYENfj2o4EpCQAC1R0skuDbBKokdJgiTqHl3n94H32YWUFX0RwNRZE08iAp53bYH8FBL8JqCgMICD2aoTiH5AoMAJTGP0AZg9oLOFQKcqC0MLe/Zs1kXRAtl8yi+KGDjoyehzWY9wiUogJ6gwb/G1Us3Bm6BeAUHRR+QtZ69dx0GwK1EDo0VLXvsFjMzD66qv3/aorz+VIICYgFQAHUTGHDVAbSQl4B6JCgozQUOLGDhAgggcOFvI9Vh2HcWSAiAPBNAB4B8522Y4YbkLVdfggs2+KIEAjJxC1IpDEAXAD1V0AArC+jTUQoI7DgYfYZ9c5sJP2oXUwXijWBeWfs1eYSQM7qoBQJDooAbWxNEScM3ViYAYja4VaddgVLSJx2NLSqS2TMEWiBmefTRuF8AZLJiZpY1CmFhC4Zh8ZFWo/EYmxwqELBDHxIkoNA2KJIw5QT0nDNBAQuYyKeBhVDKV1jD5anlqYlOw8qOZjVhwJMp8IHjTxQQkNcBCeS1nQq5MrCYAQz8UQCsFVxanQEaUPCgkVj+8IHMN8NWkNh8S2VpKwi5zsFXq0McUClAgQ7BR6lVkYBDgkYSW6yp3JbQLjiJBvEOF1YwW4GJK+DoXhV/1DtBGdmclaXAejoBm6kUCICvBXG5qoBWQexa4i8MUYBsSQEF8e4IG/OghL0lNCwNyJjoi8VfJGOxsBv7EXyqEO6w0AE3lxTI5gk2WzqFNh0QwPMCZ1IwqAqcRkPz0ca4FkBFDDRQEYMRfitNAb+eNArSWL/QRtMTeAvjCLf5J7bYcWZtdshFcUgjyBoQ5fbbcMe98tl0Q/kHhDymWffeXFyHnxy5IMz34DEcoA7UEjhARZeEN+7DuAvRlQCyc8N3QkZIjmfOzHAGIKj550wcCProK9R5ueekp17eiQpXuKGFJYmu+uwXRHs67bhbnPKmqOeeer0CvH5h7L37PvrFJtgawMPGN+883xEAADs=)

前半部分中的就是hinge损失函数，而后面相当于L2正则项。

在libsvm中一共有4中核函数可以选择，对应的是-t参数分别是：

0-线性核；

1-多项式核；

2-RBF核；

3-sigmoid核。