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# 1. Introduction

En Septembre 2020, le quotidien britannique The Guardian publie un éditorial entièrement généré par une intelligence artificielle(GPT-3). Cette troisième génération du modèle *Generative Pre-trained Transformer* (GPT-3), rendue publique en Mai 2020, a représenté un évènement significatif, de par sa capacité inédite à générer des textes de qualité similaire à ceux produits par des humains, et souvent indiscernables de ces derniers.

Malgŕe ces succès récents, la recherche dans le domaine du *traitement automatique des languages* (TAL), champ de l’informatique se concentrant sur la compréhension et l’expression en langues humaines (par contraste aux languages de programmation), est pourtant concomittante des débuts de la recherche en Intelligence Artificielle (IA), au début des années 1950. Au vu des réalisations de GPT-2, GPT-3 et des autres modèles basés sur l’architecture Transformer, il semble cependant que nous sommes, à première vue, confrontés à un saut qualitatif, plutôt qu’un changement purement quantitatif en ce qui concerne la génération de texte. Quels sont les ressorts théoriques et pratiques de ce saut? Et comment ces ressorts peuvent-ils nous présenter une nouvelle perspective sur les textes qui nous entourent, de la littérature aux messages de forums en passant par des manuels techniques?

Plutôt que présenter une histoire strictement rationelle des développements techniques et des objets mathématiques sur lesquelles sont basés les modèles Transformer, il s’agira ici d’identifier une *stylistique* de la recherche en intelligence artificielle, et d’élucider, par comparaison de deux stylistiques différentes, un mouvement dialectique dans l’appréhension du language en général, et de l’écrit en spécifique.

Après avoir élucidé la notion de style que nous utiliserons, en tant que liaison entre manière de penser et manière de faire, nous examinerons les influences théoriques, pratiques notationelles et implémentations concrètes des deux courants principaux du TAL: l’approche symbolique, des années 1950 aux années 1970, et l’approche statistique, des années 1950 aux années 2020. Finalement, nous montrerons que l’approche statistique des languages implique une conception matérielle et contiguë de des oeuvres textuelles qui, de ce fait, contribue à une redéfinition par extension du domaine de la littérature.

# 2. L**a notion de style en sciences**

Afin de capturer les aspects anthropologiques et sociaux implicites à la recherche et création scientifique(Collins and Pinch; Sack), cette communication considère donc les processus qui ont abouti à la réalisation des modèles Transformer d’IA à travers la notion de style, développée notamment par Gilles Gaston-Granger(Granger) et Ian Hacking(Hacking). Il ne s’agit pas ici de réduire cette notion à un ensemble cohérent de manifestations esthétiques et de représentations formelles(Preziosi) ou à un système linguistique(Sebeok), mais de connecter ces manifestations et ces signes à une posture épistémologique, à une manière d’appréhender un ensemble abstrait de problèmes théoriques.

En effet, le travail de Gaston-Granger cherche à mettre en exergue comment les différentes manières de faire des mathématiques, d’Euclide à Descartes, réorganise la primauté de certains concepts (e.g. la grandeur, la distance, l’angle, le vecteur) par rapport à d’autres, au sein de la recherche en géométrie. Cette approche trouve un écho dans le travail des études en sciences et technologies, lorsqu’il s’agit de mettre en évidence l’impact des réalités concrètes, techniques et sociales, de la recherche scientifique et le rôle joué par les dispositifs spécifiques déployés lors de cette recherche dans les résultats et innovations techniques qui en découlent(Star; Latour). Nous partons donc d’une interaction rapprochée entre contextes historiques et théoriques, buts avérés de la recherche scientifique, et des outils déployés afin d’atteindre ces buts—une interaction qui nous permettra de mieux saisir les enjeux d’un language généré par une IA.

Tout d’abord, l’illustration de ces contextes historiques et théoriques seront appréhendés en tant que réseau de références explicites et implicites, parfois identifiés en tant que *tradition* au sein de laquelle s’insère le travail de chercheurs. Ces contextes sont constitués de références académiques (paradigmes présents et passés), fictionelles (oeuvres narratives et poétiques évoquées par les acteurs de cette recherche), économiques (influence de la configuration du marché à un moment donné) et techniques (possibilités concrètes d’implémenter une idée donnée). Plus spécifiquement, nous considérons ici les oeuvres fictionelles comme le fruit d’un contexte, d’une intention, d’une tradition culturelle, d’une réception du lectorat et de conventions stylistiques(Genette). Si des textes religieux, des traités de politiques et des épiques nationaux existent aussi bien en tant ouvrages de fictions et ouvrages pratiques, nous pouvons également considérer les ouvrages scientifiques comme tels.

Les buts avérés de la recherche scientifique sont, eux, manifestés principalement par des ensembles d’évaluations (ensembles de problèmes à résoudre, tests, *benchmark*, formulaires de questions, etc.) établissant de manière implicite l’envergure de la recherche elle-même. De la même manière que les tests de quotient intellectuel (QI) ne prennent en compte qu’une certaine facette de l’intelligence humaine et ne sont utils que dans certains contextes(Weinberg), les cadres d’évaluations des technologies d’IA vont influencer ce que les implémentations concrètes de ces IA vont pouvoir accomplir.

Enfin, les outils déployés seront ici considérés en deux catégories—les outils notationels et les outils computationnels—en tant que manifestations concrètes de la pensée, mais aussi en tant qu’acteurs permettant ou obstruant un déploiement de cette pensée dans le monde réel. Les outils notationels, comme nous le verrons, sont ceux qui permettent une *transcription* et une *communication* de la pensée (tels que la liste, le symbole, le graphe). Les outils computationnels sont ceux qui permettent une *activation* de la pensée, et consistent donc en programmes et en languages de programmations, produisant des résultats concrets. Dans le contexte de cette communication, nous nous intéresserons principalement aux languages de programmation LISP et Python, implémentations informatiques des approches symboliques et statistiques du language, respectivement.

# 3 Deux styles de recherche en IA

L’approche symbolique du language en TAL est concomittante de la fondation du champ de recherche en IA elle-même. La conférence de recherche de Dartmouth, se déroulant en 1956 et organisée par John McCarthy, Marvin Minsky et Nathaniel Rochester, avec le support de Claude Shannon, se fixe alors pour but de déterminer la manière dont “les machines utilisent la langue, forment des abstractions et des concepts, résolvent le genre de problème à présent réservés aux humains, et s’améliorent”(McCarthy, Minsky, et al.). La posture épistémologique dominante est alors celle d’une approche symbolique, tant par son contexte scientifique et historique que par les outils programmatiques déployés.

## 3.1 L’approche symbolique du language

Cette tradition scientifique trouve tout d’abord son origine dans les oeuvres de Gottfried Leibniz et de Gottlob Frege, et particulièrement en ce qu’elles fut redécouvertes par Bertrand Russell et Ludwig Wittgenstein au début du XXe siècle(Williams). Alan Turing fréquentera ce dernier à Cambridge, après avoir publié l’article fondateur du champ de l’informatique(Floyd). Les concepts établis au sein de cette généalogie de pensée se crystalisent autour d’un formalisme de logique mathématique, et de génération de sens à travers une manipulation de symboles. Ces paradigmes de pensée sont illustrés principalement par des styles de notation favorisant largement *le symbole* et *la liste*, qui apparaissent ensuit, comme éléments centraux des premiers outils d’IA, notamment au sein du language LISP.

Le symbole, en tant qu’élément conceptuel et clairement délimité, occupe un place prépondérante dans l’oeuvre *De Arte Combinatoria*, de Leibniz. Partant du postulat que “toute chose est, ou n’est pas”, il tente d’utiliser cette approche qui sera *a posteriori* celle de Georges Boole, afin de manipuler chacune de ces choses (concepts) de manière formelle, à travers une *characteristica universalis*. Les possibilités d’un tel système de manipulation formelle de symboles permettrait donc de déterminer n’importe quel concept ou abstraction via une manipulation logico-mathématique:

*If we had it [a characteristica universalis], we should be able to reason in metaphysics and morals in much the same way as in geometry and analysis... If controversies were to arise, there would be no more need of disputation between two philosophers than between two accountants [...] Let us calculate.(Russell)*

Le symbole en tant que dispositif stylistique permettrait donc la (re)combinaison de simples éléments primaires (appelés monades chez Leibniz) en des expressions complexes. Ce dispositif stylistique de notation se retrouvera notamment dans les notations utilisées par Georges Boole et Gottlob Frege; à chaque fois, il s’agit de poser qu’il est possible de capturer, par le biais d’une représentation formelle, *l’essence* d’un concept, et de le rendre manipulable à travers sa stricte délimitation—postulat-clé du travail de Turing lorsqu’il décrit sa machine.

À cet effet d’unicité du symbole vient s’ajouter un second mécanisme stylistique—celui de la liste. Lorsque le travail de Leibniz est réinterprété par Russell, ce postulat d’unicité est requalifié par les calculs des prédicats modernes, notamment au travers la notation Peano-Russell. Il s’agit alors de considérer autant la relation entre éléments primaires que ces éléments eux-mêmes, en introduisant donc la nécéssité d’établir un *lien* entre ces symboles, par le biais de la liste.

La liste est le style de notation dominant dans des ouvrages tels que le *De Arte Combinatoria* de Leibniz, le *Begriffschrift* de Frege, le *Principia Mathematica* de Russell ou le *Tractacus* de Wittgenstein, et, tout comme le symbole, implique une certaine posture épistémologique. La liste extrait ses éléments de leur existence située originelle, et les reconnecte de manière rigoureusement définie. La constitution d’une liste est donc l’exemple de la sorte de décontextualization que l’écrit promeut et qui, selon Goody, permet à l’esprit d’exercer une certaine emprise sur la “réalité”(Goody).

Présente dès les permiers inventaires, manuels, édits administratifs, la liste est une manière de prendre des symboles, des éléments pictographiques, sémantiquement cohérents, afin de les ré-assembler et de re-constituer le monde. La liste établit des limites claires; elle est simple, elle est discontinue et abstraite.

La liste et le symbole ne sont pour l’instant que des systèmes stylistiques d’appréhension et de construction du monde, considéré comme séparable, puis reconstituable. Cette approche encore principalement conceptuelle se voit alors activée à travers des outils de programmation. Particulièrement, les languages IPL et LISP, ainsi que le programme SHRDLU vont permettre l’implémentation concrète de ces systèmes de notations afin d’élucider les problèmes posés lors de la conférence de Dartmouth, et de préciser par la-même les buts avérés de cette recherche.

## 3.2 Les languages symboliques

Au même moment que la conférence de Dartmouth sont dévloppés deux languages qui mettent concrétisent une approche symbolique du language. D’une part, IPL (*Information Processing Language*) concu par Allen Newell, Cliff Shaw et Herbert A. Simon, en 1956; de l’autre LISP (*LISt Processor*), concu par John McCarthy, organisateur de la conférence, en 1958.

L’élément de base d’IPL est le *symbole*, en tant qu’unité signifiante qui est directement relié aux différentes locations de mémoire du matériel informatique sur lequel s’éxecute le language. Le symbole représente donc un espace conceptuel qui peut contenir n’importe quelle valeur, tant qu’elle est conceptuellement distincte et disjointe d’autres valeurs(Newell and Tonge). Cette architecture correspond particulièrement aux genres de problèmes qu’IPL permet de résoudre. En effet, il est initialement conçu pour démontrer les théorèmes exposés par Russell dans ses *Principia Mathematica*, mais est également utilisé afin d’écrire des programmes d’IA, tels que le *General Problem Solver*, le *Logical Theorist*, ainsi que quelques programmes de jeu d’échecs et de dames(Samuel). Il s’agit ici de problèmes hautement formalisés, basés sur la pré-existence de certaines règles formelles, avec des données de départ qui se calquent facilement sur le fonctionnement symbolique d’IPL—postulats mathématiques, propositions logiques, et positions de pièces de jeu.

Lorsque LISP remplace IPL comme language de l’IA quelques années plus tard, il hérite non seulement de cette approche symbolique, mais la compose également avec la liste. Cette dernière est l’élément de base du language et est considérée elle-même comme un symbole. En introduisant la manipulation récursive de ces listes, LISP met en exergue une manipulation des données atomistique, puis relationelle—chaque élément peut être appréhendé par soi-même, ou par sa relation à d’autres éléments mitoyens(McCarthy, Levin, et al.). Cette approche du problème, particulièrement adaptée à des structures en arboresence, fait écho au travail de Noam Chomsky, contemporain de MacCarthy au Massachussets Institute of Technology. Chomsky vient alors de présenter une théorie de la structure du language en tant qu’arboresence(Chomsky), décomposant une phrases en unités cohérentes reliées entre elles.

Cette conception symbolique du language se trouve alors appliquée à la même catégorie de problèmes hautement formalisés qu’IPL, jusqu’au dévleloppement de SHRDLU en 1978. Concu dans un dialecte de LISP, MacLisp par Terry Winograd, SHRDLU confronte une approche symbolique du monde avec sa réalité tangible. SHRDLU a pour but de démontrer la compréhension d’un language naturel dans le contexte d’un environnement physique hautement symbolisé, présupposant la compréhension du sujet afin d’interagir avec un language naturel(Winograd). Pourtant, même dans ce genre d’environnement, l’IA selon LISP ne remplit pas ses promesses.

Pourtant, l’approche symbolique de LISP se retrouve confrontée à deux obstacles dans les années 1980: un matériel informatique limité et le fait qu’elle se soit cantonnée à des *toy problems* (problèmes enfantins, d’après l’expression de Seymour Papert)(Nilsson), tels que des jeux et théorèmes aux règles bien définies. Réduire le monde à une séries de symboles manipulables logiquement s’avère être insuffisant pour saisir les nuances d’un language qui, lors de situations réelles, s’avère bien plus complexe qu’un traité de mathématiques; un revers qui fait écho à celui de Wittgenstein dans ses *Recherches Philosophiques.* La réponse à cette limitation du symbolisme viendra d’un autre courant, celui de la statistique matérialiste.

## 3.3 L’approche statistique du language

Un autre participant à la conférence de Dartmouth était Warren McCulloch, neurophysiologue et cybernéticien. Venant d’une tradition et narrative et biologique, nous allons voir comment McCulloch et ses collaborateurs vont développer un style notationel diagrammatique qui fait apparaître les notations de statistique, de spatialité, et de plasticité, dont l’implémentation sera complétée par des languages tels que Python et C++.

L’environnement fictionnel dans lequel il évolue est alors principalement composé d’une part des théories de Sigmund Freud, et de l’autre de celles de Norbert Wiener. Lors d’une série d’interventions au Chicago Literary Club, McCulloch va démontrer les limitations d’une psychologie humaine basée sur une approche loin du style scientifique auquel il adhère, une approche psychoanalytique où “*les données, les méthodes et les théories sont indissolubles*”, et dont “*la dépendance des données sur la théorie [la] sépare de toutes les autres véritables investigations*”(McCulloch). Si l’interprétation narrative du fonctionnement du cerveau humain n’est pas satisfaisante, il propose alors une approche matérielle, biologique, combinée à la communication stochastique de Wiener.

Cette stochastique dépend d’une situation donnée afin de prévoir la probablité d’une situation future, une approche empirique et déductive du problème qui contraste avec l’approche théorique et inductive de la tradition de Leibniz(Wiener, *Cybernetics Or Control and Communication in the Animal and the Machine*). Le travail de Wiener sur les filtres et le mouvement de Brown se voit représenté par une utilisation prépondérante des *intégrations* mathématiques. Ces dernières sont une notation mathématique particulière qui prend en compte *tous les évènements d’une période donnée*, plutôt que de les séparer en symboles distincts(Wiener, “Generalized Harmonic Analysis”; Wiener, *The Fourier Integral and Certain of Its Applications*).

Dans ce contexte d’une approche plastique et stochastique, McCulloch tente, dès 1943, de démontrer avec Walter Pitts que le cerveau est une machine de Turing et que son unité de base n’est pas le symbole, mais le neurone(McCulloch and Pitts). Ils y combinent le style de la logique prédicative de Russell avec l’approche systématique et empirique (*input/output*) de la cybernétique et représentent les interactions complexes de différentes parties d’un système de manière *diagrammatique*. Ce style de notation, qui remonte à Euler et à sa théorie de graphes qui montre qu’il est possible d’appréhender un problème aux fondations mathématiques à travers une représentation graphique qui ne soit pas du ressort de la géométrie, manifeste une approche différente. D’après Sybille Krämer, les inscriptions diagrammatiques sont des media qui permettent un point de connexion entre la pensée et l’intuition, entre le noétique et l’esthétique. Des entités théoriques peuvent être spatialisées, être rendues intuitives et manipulables(Krämer). La différence avec les diagrammes arborescents de Chomsky se situe au niveau où le style utilisé par McCulloch permet de prendre plus facilement en compte les stimuli et sources d’informations externes au système décrit.

Dans ce contexte, le language est considéré comme un objet stochastique, où la compréhension se passe au niveau même de la matière utilisée(Lettvin et al.), où les séquences de mots utilisées en language naturel nous semblent si familière que, en ayant entendu une partie, nous établissons la suite correctement, n’y prêtant qu’une attention distraite(McCulloch).

## 3.4 Des languages protéiformes pour une langue spatialisée

Ce style diagrammatique se voit directement traduit en des projets d’IA dès le début des années 1950. Le SNARC de Marvin Minsky et Dean Edmonds en 1951(Crevier) et le Mark I Perceptron de Frank Rosenblatt en 1960. Ces deux projets sont plus matière que logiciel, consistant en des enchevêtrements de cables, agissant eux-même comme neurones artificiels. Il s’agit alors de prendre en compte la totalité d’une situation, contrairement à son essentialisation par des moyens symboliques, et d’estimer la conclusion la plus probable, plutôt que celle qui serait mathématiquement vérifiable, cette fois testés sur des standards tels que la sortie d’un labyrinthe.

Ici encore, ces premières tentatives se heurtent aux limitations du matériel informatique de l’époque, mais c’est cette approche du language en tant qu’intriquement lié à la neuroplasticité qui prédominera lors de l’émergence de l’apprentissage profond au début des années 2010 qui, après un “hiver de l’IA”, font la part belle à des modèles probabilistiques, à la combinaison de divers algorithmes et à la supervision humaine des résultats(Nilsson). Cette approche spatiale de l’intelligence et du language se retrouve alors traduite dans les languages utilisés afin d’implémenter ces réseaux neuronaux.

Le language Python devient le language de prédilection de cette nouvelle IA, dont sont issus les modèles Transformer, dont GPT-3 fait partie. Par rapport à LISP, on peut identifier une perte de rigueur mathématique pour un gain d’effectivité, laissant les concepts linguistiques se définir *de facto* et *in situ*.

Tandis que LISP se limite à une seule unité de base, Python permet une interface facile de plusieurs types de données de manière quasi-simultanée (une particularité des *scripting languages* dont Python fait partie). Plus particulièrement, Python permet l’utilisation de *data-frames*, ensemble de données manipulées simultanément. Ces *data-frames* conviennent particulièrement à une représentation du language en tant que vecteurs dans un espaces à un très grand nombre de dimensions(Mikolov et al.). Cette représentation vectorielle implique une continuité du language qui demeurait inexistante, ou du moins compliquée à représenter, dans une conception symbolique des langues naturelles. Un mot, une proposition, une phrase ou un texte sont représentés par un point et une direction, et donc par une relation spatiale à tous les autres mots, propositions, phrases ou textes pouvant potentiellement exister. Cette relation est immédiate et empirique, plutôt qu’une parenté abstraite qui demande la traversée entière d’une structure arborescente afin de connecter deux éléments linguistiques.

Le style des cybernéticiens faisant la part belle à la communication entre organismes incarnés, Python permet cela en permettant l’utilisation optimale des différents matériaux qui composent un ordinateur. Particulièrement, son implémentation en C permet une communication extrêmement rapide avec le CPU et le GPU, deux unités de calculs—respectivement séquentielle et parallèle. Nous retrouvons aussi, d’une certaine manière, la nécéssité d’une incarnation et d’une situation favorisée par les linguistiques statistiques.

C’est à partir de l’environnement fictionnel des recherches en statistique et neurophysiologie, telle que l’idée que le cerveau est avant tout un organe matériel et biologique, et qu’il est également une machine de Turing, par d’un style de notation qui permet l’interconnexion and l’incorporation de données externes, et au travers d’outils pratiques qui permettent la manipulation rapide (et donc matérielle) d’une représentation spatiale du language, que se trouve la conception et le développement du modèle GPT-3. Ce postulat du language comme spatial et matériel comporte des implications pour notre conception de l’écrit et du littéraire vers lesquelles nous nous tournons ensuite.

# 4 Le language matériel

## 4.1 GPT-3

En conséquence d’un changement dans la recherche—changement stylistique, plutôt que fondamental—, et avec l’implémentation Python de GPT-3 par OpenAI, il ne s’agit plus de considérer le language comme une liste atomique d’entités connectées par des liens syntactiques préétablis, mais au contraire comme un espace vectoriel continu à hautes dimensions. Les textes sont représentés comme donnée spatiale, et accédés comme donnée spatiale, avant d’être convertis à nouveau en format lisible de phrase naturel. Au lieu d’assumer une structure pré-existante, telle une grammaire générative, il s’agit de construire un paysage textuel à partir de toutes les relations possibles entre chaque termes extrait du texte.

L’architecture Transformer, sur laquelle GPT-3 est donc basée, crée donc un réseau multidirectionnel de relations entre termes extraits d’un corpus gigantesque. Le mécanisme-clé du système est représenté par un *diagramme*, plutôt que par une liste de symbole: la compréhension et génération du language passe bien par un style statistique et systématique, plutôt que symbolique(Vaswani et al.). Il est désormais possible d’explorer ce terrain linguistique, comme le font déjà certains projets expérimentaux, notamment *Compasses* d’Allison Parrish, *1 the road* de Ross Goodwin, ou le jeu *AI Dungeon* par Latitude.

## 4.2 Une littérature étendue

Quelles sont les conséquences d’un texte généré automatiquement, et dont la qualité égale celle d’un auteur humain? La première est celle d’une reconception des barrières de genre. Tandis qu’une approche symbolique se focalisait sur des catégories de texte spécifiques (problèmes de logique, analyse de littérature de jeunesse, conversation dans un environnement contrôlé), l’approche statistique de GPT-3 n’établit pas de distinction entre types de texte; au contraire, c’est la quantité de matière textuelle qui prime[[1]](#footnote-2). Si la définition du genre n’est pas théorique, elle est néanmoins pratique: statistiquement, certaines phrases vont ensemble, d’autres n’apparaissent jamais dans un même texte.

En ce qui concerne la question de la créativité d’une IA de ce type, un style de la statistique nécéssite forcément un corpus pré-existant, ce qui implique alors un résultat reposant exclusivement sur la recombination de données passées. De par cette approche, la question de la construction artificielle d’un raisonnement, et donc possiblement de création nouvelle, trouve une réponse limitée(Marcus and Davis; Bender et al.). Puisqu’ils sont extraits d’un ensemble donné, les textes de GPT-3 ressemblent d’avantage à un poème Dada porteur de sens et de cohérence qu’à un texte communiquant une idée.

Enfin, l’approche statistique nous montre la différence qui existe entre lire et écrire. Il est effectivement possible de générer des articles de presse, ou des romans, entiers, sans pour autant pouvoir commenter le contenu de ces articles par le même algorithme. Les buts avérés de cette recherche indiquent que ces deux domaines sont bien disjoints et ne sont pas le point fort de GPT-3.

# 5 Conclusion

L’émergence de GPT-3 peut donc être considérée comme le fruit d’un changement de style dans la recherche scientifique. Autant l’approche symbolique que l’approche statistique existent au sein d’environnements fictionels, de buts avérés, de notations et d’outils différents, qui manifestent différentes conceptions du language. Dépassant la conception strictement symbolique du language qui trouve un écho dans le domaine de la linguistique générative, l’approche statistique considère d’avantage le language comme une matière existant dans l’espace, dont la représentation conditionne alors la manipulation, afin d’obtenir des résultats—certes excellents—dans un domaine bien particulier. Si les avancées technologiques nous proposent de questionner nos conceptions actuelles du language et du texte, notamment sur les questions de délimitation des genres, et du rôle des textes passés comme influence des textes futurs, c’est aussi l’influence d’un style particulier sur les réalisations techniques contemporaines qu’il faut retenir afin d’en mesurer les opportunités et les limitations.
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