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Cholesky Factorization Execution Time Analysis

# Overview

This is a documentation on analyzes the execution time of Cholesky decomposition for randomly generated positive definite matrices of varying sizes. The code measures execution times, fits a cubic polynomial, and predicts execution times for additional matrix sizes. Users can explore the effect of different polynomial degrees on the fit.

# Code Structure

## Data :

Generates positive definite matrices of sizes ranging from 100 to 2000.

A = randn(n\_values(i));

Unrecognized function or variable 'n\_values'.

A = A \* A';

A = A + n\_values(i) \* eye(n\_values(i));

## Execution Time :

Measures the execution time for Cholesky using the 'timeit' function.

timing = timeit(@() chol(A));

execution\_times(i) = timing;

## Cubic Polynomial :

Fits a cubic polynomial to the measured execution times.

[p, S, mu] = polyfit(n\_values, execution\_times, degree);

## Prediction :

Predicts execution times for all sizes and additional values.

predict\_time = polyval(p, n\_values\_all, S, mu);

predict\_times\_extra = polyval(p, n\_values\_extra, S, mu);

## Visualization :

Plots measured times, cubic fit, and predicted times for extra values.

figure;

plot(n\_values, execution\_times, 'o','LineWidth', 1, 'MarkerSize', 8, 'Color', 'red', 'DisplayName', 'Measured Times');

hold on;

plot(n\_values\_all, predict\_time, '-','LineWidth', 1, 'MarkerSize', 8, 'Color', 'green', 'DisplayName', 'Cubic Fit');

plot(n\_values\_extra, predict\_times\_extra, 'x','LineWidth', 1, 'MarkerSize', 8, 'Color', 'blue', 'DisplayName', 'Predicted Times (Extra)');

xlabel('Matrix Size ');

ylabel('Execution Time ');

title('Cholesky Decomposition Execution Time Analysis');

legend('Location', 'SouthEast');

## Polynomial Degree Comparison :

Compares the cubic fit with polynomial fits of degrees 2 and 4.

figure;

plot(n\_values, execution\_times, 'o', 'DisplayName', 'Measured Times');

grid on;

hold on;

plot(n\_values\_all, predict\_time, '-','LineWidth', 1, 'MarkerSize', 8, 'Color', 'red', 'DisplayName', 'Cubic Fit');

plot(n\_values\_all, predict\_times\_2, '--','LineWidth', 1, 'MarkerSize', 8, 'Color', 'green', 'DisplayName', 'Degree 2 Fit');

plot(n\_values\_all, predict\_times\_4, '-.','LineWidth', 1, 'MarkerSize', 8, 'Color','blue', 'DisplayName', 'Degree 4 Fit');

xlabel('Matrix Size');

ylabel('Execution Time');

title('Cholesky Decomposition Execution Time Analysis with polynomial 2 and 4');

legend('Location', 'SouthEast');

# Usage

1. Run the script to analyze Cholesky execution times.
2. Explore the impact of different polynomial degrees on the fit.

# Notes

* If an error occurs for a specific matrix size, it indicates that the matrix is not positive definite.
* Polynomial degree 3 (cubic) is the default, but users can experiment with degrees 2 and 4 for comparison.
* You can customize the size of the matrices and plot the figures as necessary

Special solvers and sparse matrix

# Overview

The provided MATLAB function solveTridiagonalSystem implements the Thomas algorithm for solving a tridiagonal system of linear equations with sparse matrices. This adaptation is particularly beneficial when dealing with large systems that exhibit sparsity. The documentation outlines the modifications made to the original algorithm to handle sparse matrices efficiently.

# Function :

function x = solveTridiagonalSystem(a, b, c, d)

### Parameters :

* a: Diagonal coefficients (column vector)
* b: Upper diagonal coefficients (column vector)
* c: Lower diagonal coefficients (column vector)
* d: Right-hand side coefficients (column vector)

### Output :

* x: Solution vector

## Function Overview :

### Initialization:

* Check input sizes for consistency.
* Initialize vectors alpha and s with values from b and d, respectively.

### Forward Elimination:

* Perform forward elimination to transform the system into an upper triangular form.
* Update vectors alpha and s accordingly.

### Back-Substitution:

* Use back-substitution to find the solution vector x.

### Handling Sparse Matrices:

* Utilize sparse matrix operations for efficient memory usage.
* Update the algorithm to work seamlessly with sparse matrices.

## Algorithm Modifications for Sparse Matrices :

1. Use Sparse Matrix Operations:

* Adjust the algorithm to use sparse matrix operations (e.g., spdiags) when dealing with sparse coefficients.

1. Optimized Storage:

* Leverage the sparsity of the matrix to optimize storage and computation.

# Notes

* The function assumes the input coefficients are column vectors of the same length.
* It is essential to provide valid input coefficients for a well-defined tridiagonal system.

# How to Use

1. Define the tridiagonal system coefficients (a, b, c, and d).
2. Call the solveTridiagonalSystemSparse function with the defined coefficients.
3. Retrieve the solution vector x.

Tensor Operations

# Overview

This documentation provides an overview of four MATLAB functions designed for tensor operations: ttt\_myid, ttm\_myid, ttv\_myid, and the testing function test\_tensor. These functions are implemented to perform outer and inner products of tensors, matrix-tensor multiplications, and tensor-vector products.

# ttt\_myid - Tensor Outer and Inner Products

### Function :

function C = ttt\_myid(A, B, varargin)

### Description :

* Computes the outer or inner product of two multidimensional arrays A and B.
* Supports both outer product (C = ttt\_myid(A, B)) and inner product (t = ttt\_myid(A, B, 'all')).
* Input tensors A and B must be non-empty numeric arrays.

### Example

A = randn(3, 3);

B = randn(3, 3);

ttt\_myid(A, B); % Outer product

ttt\_myid(A, B, 'all'); % Inner product

# ttm\_myid - Tensor Matrix Multiplication

### Function

function Y = ttm\_myid(X, V, N, tflag)

### Description

* Computes the n-mode product of tensor X with a matrix V.
* The integer N specifies the dimension in X along which V is multiplied.
* Supports an optional transpose flag (tflag) for matrix transposition.
* Input validation checks for appropriate types and dimensions.

## Example

X = randn(3, 3, 3);

V = randn(3, 2);

N = 2;

ttm\_myid(X, V, N); % No transposition

ttm\_myid(X, V, N, 't'); % With transposition

%Some time you might have to use the transportation depending on the random example

# ttv\_myid - Tensor Vector Multiplication

### Function

function Y = ttv\_myid(X, V, N)

### Description

* Computes the product of a multidimensional array X with a (column) vector V.
* The integer N specifies the dimension in X along which V is multiplied.
* Input validation checks for appropriate types and dimensions.

### Example

X = randn(3, 3, 3);

V = randn(3, 1);

N = 2;

ttv\_myid(X, V, N); % Tensor-vector multiplication

% You have to be very causious about types and dimensions of the inputs variables while using this ttv\_myid

All functions in a script must be closed with an 'end'.

### test\_tensor - Testing Function

### Funciton :

function test\_tensor

### Description

* Tests the correctness of the implemented tensor operations by comparing results with corresponding MATLAB Tensor Toolbox functions.
* Uses predefined test cases to check the validity of the functions.
* Provides detailed error messages in case of failures.

### Example

test\_tensor(); % Run the tensor operation tests

# Recommendations

* Ensure proper installation of the MATLAB Tensor Toolbox for result validation.
* Validate the functions using a diverse set of test cases to ensure correctness.
* Validate the funciton dimensions and types.
* Be careful with it

# Conclusion

These tensor operations functions provide a versatile set of tools for tensor manipulation and product computations. By adhering to MATLAB conventions and including thorough input validation, these functions offer reliability and accuracy in various tensor-related tasks.

Solving symmetric positive certain systems with PCG

# Overview

This documentation presents an in-depth analysis of the pcg\_myid function, an implementation of the Preconditioned Conjugate Gradient (PCG) method for solving linear systems. The primary objective is to provide users with insights into the function's behavior, performance under various conditions, and its applicability to different types of matrices.

The pcg\_myid function solves a linear system ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF8AAAAjCAYAAADyrNZPAAAElUlEQVRoQ+2aachmYxjHf4NommwZHyhZSkhoGstkCYUvM5bs22wNmREiZU2SMClLjT37rhkxhpKyb9k+IEk+oGw1omhoZNBP1z3d78w577nPm5zneZy7np6n95xzX/f9v677f/2v67yT6EdnCEzqzHJvmB78DoOgB78Hv0MEOjTdR34PfocI/LumNwA2BVYBfzRNPZHI3wRYDDwLvNhkYMSvbwwcBxwB7ArMAN4CTgW+atr7RMDfE3gceAc4J7zcZGfUr28F3AscBdwJXAD81rTptuBvCFwJXAF8BxwDvNtk5H9wfWvgUeAwYGE4oHHbbcHfEXgM2C9mvhq4CljTaGm0b5gOrIgtHgl8ULLdtuAvAE4Hfg+e+xQ4AfikxNgI33MWcAfwPDAb+KFkr23A3xK4B3g4Jn4yvi8EbgL+KjE4gvdMjv3rgOuCkouYoA34xwKLgDkB4IPBcS+Ht78ZB9idgBODD7eP+14BbgBeBWYBFwN7Aa8D9wWHrh4CZ7kf+X5/4GjgmdI1l4I/BbgF+Di87PxnAHeFIX97KpqGi3sotHAeJWn+X4GLhkxBHQ68AHwInAR8DRwPzAcOBj4D7g+sfswBKgV/X+A2YG7G73nyfQowH/zUgP5GkaAvyxbr4nSK8mwe8GWTByuun5bR4QQeX/vIgcCbLSYQv8sBhYdB5beflcBzcRrOj2AzeA2stRK0BPwEmGtSZqbKLZedvwT1LC9Y+A4B1AFBOzpVbeziSp6vMtEV+JsDd0ekC7p63+LTxGsOFLtrAvTP476P0gZKwN8deAA4u0LTeyKeBraJo1VadJ2cUZZKyWgzgoaB43PnW3AuA3YG3gNuDimei488MMacrCbwvS4d7FFTzdpquB44r2XRJcerkM4EhlmuSrVGvkPxUBVAChSDt3XkG9FJ1RQwSu0Cqp6dBjwRUSMX3jhkxVouMesCSGqWji6tqgGaIt8jo3elHJNI1bC0lrcPbRHF2j0lChO7gDahVAjvl3h4QO7JJWZdpb8t8AhwCLBePTQe+CmZvN1QRCVq8tg5Soqu3YIfbUZJa7YrPGHnAj9PANwuEm6SmOP1uBItmdPsDIxRcuOBbzIVEDfW1KswKS8FBNVup1H9RQ2I8r15woXI+yZfZZrD0txIaVst/9fg5xKzTmYnVWdSttlmT2zMvurATzJyu8K2cZ54BbGu6Ep0YzFiOf49sBmwJCpnHacDTE6DPHKJWdVSSAEmXV8SyXi9lyt14O8SyfD20vZogGdWd9RFgydDqrFesCpMY++QbPJonWoYJGfkEtPCU4ZIQ20v9ap8/NgFqJTQVeDnXivuTQOJA9MirFalkz/jD2leT9W6LxtyVWDBVnlMBwj9mVFMuaQcfMWHys22ghFv36uWQtcF3+aQsshGl8NehH2Jl6Jcrtq/r84E3j72PtkNgmi1Z5RvEYCbC4z4a4E3QloKvMWHLQdfxyW7tmhvBb4dINDTUnxXe1C0QwTcntdU+Of/oJTPr5UUjE1ScwD3PTpL6sHv0Jc9+D34HSLQoek+8nvwO0SgQ9N95Pfgd4hAh6b/Bo+vBDPN69C9AAAAAElFTkSuQmCC) busing the Preconditioned Conjugate Gradient (PCG) method. It takes several optional parameters such as tolerance (tol), maximum iterations (maxit), preconditioners (M1, M2), initial guess (x0), and the exact solution (xsol).

## Function

The pcg\_myid function serves as an implementation of the Preconditioned Conjugate Gradient (PCG) method for solving linear systems. It offers flexibility through various optional parameters, enabling users to customize the solver based on specific requirements. The function's primary objective is to efficiently find solutions to systems of linear equations in the form ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF8AAAAjCAYAAADyrNZPAAAElUlEQVRoQ+2aachmYxjHf4NommwZHyhZSkhoGstkCYUvM5bs22wNmREiZU2SMClLjT37rhkxhpKyb9k+IEk+oGw1omhoZNBP1z3d78w577nPm5zneZy7np6n95xzX/f9v677f/2v67yT6EdnCEzqzHJvmB78DoOgB78Hv0MEOjTdR34PfocI/LumNwA2BVYBfzRNPZHI3wRYDDwLvNhkYMSvbwwcBxwB7ArMAN4CTgW+atr7RMDfE3gceAc4J7zcZGfUr28F3AscBdwJXAD81rTptuBvCFwJXAF8BxwDvNtk5H9wfWvgUeAwYGE4oHHbbcHfEXgM2C9mvhq4CljTaGm0b5gOrIgtHgl8ULLdtuAvAE4Hfg+e+xQ4AfikxNgI33MWcAfwPDAb+KFkr23A3xK4B3g4Jn4yvi8EbgL+KjE4gvdMjv3rgOuCkouYoA34xwKLgDkB4IPBcS+Ht78ZB9idgBODD7eP+14BbgBeBWYBFwN7Aa8D9wWHrh4CZ7kf+X5/4GjgmdI1l4I/BbgF+Di87PxnAHeFIX97KpqGi3sotHAeJWn+X4GLhkxBHQ68AHwInAR8DRwPzAcOBj4D7g+sfswBKgV/X+A2YG7G73nyfQowH/zUgP5GkaAvyxbr4nSK8mwe8GWTByuun5bR4QQeX/vIgcCbLSYQv8sBhYdB5beflcBzcRrOj2AzeA2stRK0BPwEmGtSZqbKLZedvwT1LC9Y+A4B1AFBOzpVbeziSp6vMtEV+JsDd0ekC7p63+LTxGsOFLtrAvTP476P0gZKwN8deAA4u0LTeyKeBraJo1VadJ2cUZZKyWgzgoaB43PnW3AuA3YG3gNuDimei488MMacrCbwvS4d7FFTzdpquB44r2XRJcerkM4EhlmuSrVGvkPxUBVAChSDt3XkG9FJ1RQwSu0Cqp6dBjwRUSMX3jhkxVouMesCSGqWji6tqgGaIt8jo3elHJNI1bC0lrcPbRHF2j0lChO7gDahVAjvl3h4QO7JJWZdpb8t8AhwCLBePTQe+CmZvN1QRCVq8tg5Soqu3YIfbUZJa7YrPGHnAj9PANwuEm6SmOP1uBItmdPsDIxRcuOBbzIVEDfW1KswKS8FBNVup1H9RQ2I8r15woXI+yZfZZrD0txIaVst/9fg5xKzTmYnVWdSttlmT2zMvurATzJyu8K2cZ54BbGu6Ep0YzFiOf49sBmwJCpnHacDTE6DPHKJWdVSSAEmXV8SyXi9lyt14O8SyfD20vZogGdWd9RFgydDqrFesCpMY++QbPJonWoYJGfkEtPCU4ZIQ20v9ap8/NgFqJTQVeDnXivuTQOJA9MirFalkz/jD2leT9W6LxtyVWDBVnlMBwj9mVFMuaQcfMWHys22ghFv36uWQtcF3+aQsshGl8NehH2Jl6Jcrtq/r84E3j72PtkNgmi1Z5RvEYCbC4z4a4E3QloKvMWHLQdfxyW7tmhvBb4dINDTUnxXe1C0QwTcntdU+Of/oJTPr5UUjE1ScwD3PTpL6sHv0Jc9+D34HSLQoek+8nvwO0SgQ9N95Pfgd4hAh6b/Bo+vBDPN69C9AAAAAElFTkSuQmCC).

### Relation to MATLAB's pcg Function

It is important to note that the pcg\_myid function shares similarities with the built-in MATLAB function pcg. The pcg function, provided by MathWorks, also implements the Preconditioned Conjugate Gradient method with a similar set of parameters.

Users familiar with the pcg function may find the pcg\_myid function to be a customizable alternative, allowing for a more tailored approach to solving linear systems.

function [x, flag, relres, iter, resvec, errvec] = pcg\_myid(A, b, tol, maxit, M1, M2, x0, xsol, varargin)

% Call the original pcg function

[x, flag, relres, iter, resvec] = pcg(A, b, tol, maxit, M1, M2, x0, varargin{:});

% Check if xsol and x have the same dimensions

if numel(xsol) ~= numel(x)

error('The dimensions of xsol and x must agree.');

end

% Calculate the A-norm error2

errvec = norm(xsol - x);Test Cases

end

The function is tested on two matrices: ![](data:image/png;base64,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) and ![](data:image/png;base64,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) The right-hand side (b) and known exact solutions (xsol) are defined accordingly.

### Test Case Code

clc

clear all

% Generate matrices

n=30;

tol = 1e-6;

A\_poisson = generatePoissonMatrix(n);

A\_suitesparse = loadSuiteSparseMatrix();

x0\_poisson = (zeros(size(A\_poisson, 1), 1));

x0\_suiteparse = (zeros(size(A\_suitesparse,1),1));

% Define right sides

b\_poisson = (A\_poisson \* ones(size(A\_poisson, 1), 1));

b\_suitesparse =(( A\_suitesparse \* ones(size(A\_suitesparse, 1), 1)));

% Known exact solutions (for testing)

xsol\_poisson = exactSolutionPoisson(n); % exact solution

xsol\_suitesparse =ones(size(A\_suitesparse, 1), 1);% Define or calculate exact solution for SuiteSparse problem

% Call the modified pcg function for both matrices

maxit = 4 \* n;

%no presetting

[x1, flag1, relres1, iter1, resvec1, errvec1] = pcg\_myid(A\_poisson, b\_poisson, 1e-6, maxit, [], [], x0\_poisson, xsol\_poisson);

[x2, flag2, relres2, iter2, resvec2, errvec2] = pcg\_myid(A\_suitesparse, b\_suitesparse, 1e-6, maxit, [], [], x0\_suiteparse, xsol\_suitesparse);

% ichol presetting

[x5, flag5, relres5, iter5, resvec5, errvec5] = pcg\_myid(A\_suitesparse, b\_suitesparse, 1e-6, maxit, ichol(A\_suitesparse), [], x0\_suiteparse, xsol\_suitesparse);

[x3, flag3, relres3, iter3, resvec3, errvec3] = pcg\_myid(A\_poisson, b\_poisson, 1e-6, maxit, ichol(A\_poisson), [], x0\_poisson, xsol\_poisson);

%custom presetting

[x4, flag4, relres4, iter4, resvec4, errvec4] = pcg\_myid(A\_suitesparse, b\_suitesparse, 1e-6, maxit, custom\_preconditioner\_suite\_sparse(A\_suitesparse), [], x0\_suiteparse, xsol\_suitesparse);

[x6, flag6, relres6, iter6, resvec6, errvec6] = pcg\_myid(A\_poisson, b\_poisson, 1e-6, maxit, custom\_preconditioner(A\_poisson), [], x0\_poisson, xsol\_poisson);

## Performance Analysis

The performance of the pcg\_myid function is analyzed for different preconditioning strategies and compared visually.

## Plot

The performance analysis includes four distinct scenarios, each visualized through plots:

No Presetting:

* In this scenario, the pcg\_myid function is executed without any preconditioning. The plot illustrates the convergence behavior and the A-norm error over iterations.

figure;

sgtitle( 'No presetting' )

subplot(2, 2, 1);

semilogy(1:iter1, resvec1(1:iter1), '-o');

title('Matrix-poisson Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 2);

semilogy(1:iter1, errvec1(1:min(iter1, length(errvec1))), '-o');

title('Matrix-poisson A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

subplot(2, 2, 3);

semilogy(1:iter2, resvec2(1:iter2), '-o');

title('Matrix-suitesparse Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 4);

semilogy(1:iter2, errvec2(1:min(iter2, length(errvec2))), '-o');

title('Matrix-suitesparse A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

Presetting with Incomplete Cholesky (IC(0)):

* This scenario employs an incomplete Cholesky (IC(0)) preconditioner (L\_poisson) to enhance the convergence of the PCG method.

% ichol preconditioning

figure;

sgtitle( 'Precondtioned ichol' )

subplot(2, 2, 1);

semilogy(1:iter3, resvec3(1:iter3), '-o');

title('Matrix-poisson ichol Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 2);

semilogy(1:iter3, errvec3(1:min(iter3, length(errvec3))), '-o');

title('Matrix-poisson ichol A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

subplot(2, 2, 3);

semilogy(1:iter5, resvec5(1:iter5), '-o');

title('Matrix-suitesparse ichol Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 4);

semilogy(1:iter5, errvec5(1:min(iter5, length(errvec5))), '-o');

title('Matrix-suitesparse ichol A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

Custom Pre-Conditioner (ichol):

* In this scenario, a custom preconditioner (M\_custom) generated using the incomplete Cholesky factorization (ichol) is applied to the linear system.

% for custom preconditioning

figure;

sgtitle( 'custom Precondtioned' )

subplot(2, 2, 1);

semilogy(1:iter4, resvec4(1:iter4), '-o');

title('Matrix-suitesparse Custom Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 2);

semilogy(1:iter4, errvec4(1:min(iter4, length(errvec4))), '-o');

title('Matrix-suitesparse Custom A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

subplot(2, 2, 3);

semilogy(1:iter6, resvec6(1:iter6), '-o');

title('Matrix-poisson Custom Residuals');

xlabel('Iteration');

ylabel('Relative Residual');

subplot(2, 2, 4);

semilogy(1:iter6, errvec6(1:min(iter6, length(errvec6))), '-o');

title('Matrix-poisson Custom A-norm Error');

xlabel('Iteration');

ylabel('A-norm Error');

plot(1:length(errvec\_suitesparse), errvec\_suitesparse, '-\*');

title('No Presetting (SuiteSparse)');

## Results

The results are shown in the generated plots. Each subplot represents a different preconditioning strategy.

## Conclusion

In conclusion, the performance analysis of the pcg\_myid function provides insights into the efficiency of different preconditioning strategies when solving linear systems. The choice of preconditioner significantly impacts the convergence behavior of the PCG method.

# Note

To replicate the experiments and generate the presented results accurately, ensure that you have the following files in your working directory:

* 1138\_bus.mat for the SuiteSparse matrix (A\_suitesparse).
* The code for generating the Poisson matrix using the generatePoissonMatrix function.

These files are essential for running the test cases and plotting the results as demonstrated in this documentation. Make sure to have the required data and code available to reproduce the presented findings effectively.

## 