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Moreover, RL-ABM parameters can better characterize an agent's cognitive processes comparing to Hyun et al. (2019), which can provide information about agents’ reactions to environmental changes.
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We account for projected changes in tropical cyclones (TCs), which may induce higher storm surges under climate change ( 29 – 33 ), and sea-level rise (SLR), which has been and will remain primarily responsible for increasing coastal flooding.
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However, future SLR projections are characterized by large and deep uncertainties, associated par ticularly with human emissions and with ice-sheet physics, that currently impede modeling optimal risk mitigation strategies ( 29 , 34 – 38 ).
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We focus on coastal flood risk management to evaluate the effectiveness of RL in the wider optimization frameworks for climate adaptation strategies.
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