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Abstract Groundwater time-series modeling has emerged
as an efficient approach for simulating the impacts of
multiple drivers of groundwater-head variation such as
rainfall, evaporation and groundwater pumping. However,
a bottom-up approach has generally been adopted where-
by the input drivers have been assumed without statistical
evidence for their inclusion. In this study, a parsimonious
time-series model was adopted which accounts for various
drivers and is able to simulate the overall groundwater-
head variation. It can also separate the effects of pumping
and climate drivers on multi-annual time series of
groundwater-level variation. The time-series model con-
sists of a soil-moisture layer to account for non-linearity
between rainfall and recharge, as well as different
pumping response functions to account for pumping from
a single well, lake-induced recharge and the effects of
multiple pumping bores. The method was applied to a
groundwater-pumping region in south-eastern Australia.
The results showed that the model is able to separate the
effects of pumping from the effects of climate on
groundwater-head variation. However, improved estima-
tion of those influences requires a flexible model structure
that can account for spatially varying physical processes
within the study region such as the relative influence of
single or multiple pumping bores and induced recharge
from surface-water bodies.

Keywords Groundwater time series modeling . Climate-
pumping decomposition . Statistical modeling . Australia

Introduction

Groundwater level fluctuation results from many drivers
and processes within the catchment (Gallardo 2013; Khan
et al. 2007; Konikow and Kendy 2005; Sophocleous
2002); for instance, rainfall recharge, surface-water dis-
charge, phreatic evapotranspiration and groundwater
pumping (Konikow and Kendy 2005; Sophocleous 2003;
Tularam and Krishna 2009; Zektser et al. 2005). Effective
groundwater management, however, often requires identi-
fication and separation of these drivers and the prediction
of the water level under differing scenarios such as a
reduction in pumping. To achieve this, a numerical
groundwater model is often built that requires prior
assumptions about the hydrogeology and the dominant
drivers. This construction of the model based on prior
assumptions can make it challenging to objectively
identify dominate drivers and processes. In this paper, it
is argued that a top-down data-driven time-series model-
ing approach can objectively provide novel insights into
the hydrogeology and drivers within a region. This is
demonstrated by the application of a top-down approach
to an irrigation region in south-eastern Australia.

The top-down approach involves the data being used to
evaluate the necessity of including individual components
of the model, thereby identifying the processes supported
by the data (Klemes 1983; Sivapalan et al. 2003).
Recently, the top-down investigation has been widely
advocated in surface hydrology modeling (Atkinson et al.
2002; Farmer et al. 2003; Jothityangkoon et al. 2001;
Klemes 1983; Sivapalan et al. 2003; Sivapalan and Young
2005). There, the main causes of spatiotemporal variabil-
ity of observed data are assessed by systematically
evolving the model from simple to more complex
structures with additional processes included as required
to adequately simulate the system behavior (Atkinson
et al. 2002; Farmer et al. 2003; Jothityangkoon et al.
2001). This systematic evaluation was found to be
extremely useful in providing insights into the major
hydrological processes (e.g. saturation excess flow, evap-
oration and subsurface runoff) controlling the observed
variability (e.g. runoff flow) at different time scale.

For observed groundwater hydrographs, various
methods can be adopted to apply such a top-down
investigation and quantify the main causes of groundwater
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level variations. The simplest of those methods is
graphical hydrograph inspection; one application of which
is to estimate the pumping radius of influence by
estimating the groundwater level decline in surrounding
observation bores. Overall, those methods are very simple
and usually account for one major impact (e.g. pumping),
which make them inappropriate for a top-down process
investigation. Numerical groundwater flow modeling with
codes such as MODFLOW (McDonald and Harbaugh
1988) is another approach. These models require prior
knowledge, or assumptions, of aquifer structure and
boundary conditions meaning data-driven assessment of
the processes (i.e. top-down investigation) cannot be
easily undertaken. Meanwhile, time series models such
as ARMAX (Box and Jenkins 1970) are another approach
to apply. These models often require less parameter than
numerical models and are relatively simple to apply and
assess, which make it ideal for the top-down investigation.

However, such a top-down approach has not been
applied to time-series groundwater modeling. In the
literature, there have been quite a few studies that have
used a bottom-up time-series-model approach (Bierkens
et al. 1999; Harp and Vesselinov 2011; Obergfell et al.
2013; Peterson and Western 2014; Siriwardena et al. 2011;
Von Asmuth et al. 2002; Von Asmuth et al. 2008; Yi and
Lee 2004; Yihdego and Webb 2011). Von Asmuth et al.
(2002) proposed a specific type of transfer-function noise
model adapted for groundwater level simulation. In a
bottom-up approach, Von Asmuth et al. (2008) applied the
model to the two cases of single and multiple pumping
bore extractions. Based on their prior knowledge, they
assumed that precipitation, evaporation and pumping are
the drivers and the model including all these drivers was
used for all bores. In another study, Obergfell et al. (2013)
applied the same concept as Von Asmuth et al. (2008),
again, assuming that the groundwater head is affected by
all drivers (seven pumping bores, precipitation and
evaporation drivers) and the most complex model struc-
ture was applied to all bores. In an attempt to separate the
influence of pumping from climate in these two studies,
the calibrated time-series model was also used to
decompose the groundwater hydrograph and separate the
pumping from climatic influences. While these two
studies showed significant advances in the application of
time series modeling, neither they, nor any other previous
research, independently evaluated the prior assumptions
regarding the incorporation of various drivers against
observation data (i.e. top down investigation). Further-
more, there was no attempt in either study to further
evaluate whether a reliable separation of pumping from
climate was achieved.

The main goal of this paper is to use a top-down time-
series modeling approach to provide insights into the
dominant processes of the study area. In doing so, the time
series model proposed by Peterson and Western (2014)
model was extended to include a pumping component and
tested in a study area in south-eastern Australia. Taking
this data driven, top-down approach, the most parsimoni-
ous time-series model for each observation bore was

identified that (1) is consistent with the local hydrogeol-
ogy and (2) best simulates the observed groundwater
head. The best-performing model structure at each bore
was then used as a basis to identify where and when the
inclusion of a particular process was warranted and,
hence, provides insights into the local hydrogeological
processes of importance. Similar to previous studies, each
groundwater hydrograph was separated into impacts from
pumping and climate. An assessment of the hydrograph
separation is made using bores that are not affected by the
pumping.

Site description

Climate and hydrogeology
The study area is the Clydebank groundwater subregion of
the Gippsland Basin in south-eastern Australia (Fig. 1).
This area is relatively flat and surrounded by Lake
Wellington in the east and the Avon and Thompson
Rivers on the north and south, respectively. Most of the
area around Lake Wellington is used for dryland grazing.
The area to the west and north along the Avon River has
irrigated pasture for dairy. The region is classified as
temperate climate with mild winter in the Köppen–Geiger
climate classification (Peel et al. 2007).

The subsurface geology of the study area comprises
three layers of sedimentary deposits that have accumu-
lated over the period from the early Pliocene to recent
times. The top layer is a sequence of clays, sands and
gravels with a maximum thickness of 25 m (Hocking
1976; Jenkin 1966). This layer is comprised of prior
stream deposits that formed after sea level fell in the late
Pleistocene and can be divided into upper and lower
subunits (Fig. 2a). The lower subunit contains well-
developed beds of coarse sand and gravel, while the upper
subunit is composed of finer-grained materials (Jenkin
1966; Nahm 1977). From the lithology data across the
whole region, it can be estimated that the upper subunit
has a thickness of 4–12 m and the lower subunit is 5–
12 m thick. These two subunits are highly connected and
respond to climate variation or pumping as one unit
(Nahm 1977). The prior stream deposits layer is utilized
for private irrigation and is also pumped at public wells to
control land salinization. Little is known of the connec-
tion of this aquifer to the lakes, irrigation channels or
rivers.

The second layer is the Haunted Hills Formation,
found at depths of about 15–50 m and consisting of an
alluvial outwash fan mainly dominated by sandy clay
(Hocking 1976). It has a low permeability and is
considered an aquitard between the shallow unconfined
aquifer and a deeper confined system consisting of a
sequence of Tertiary sediments that reaches a maxi-
mum thickness of around 200 m and contributes to
regional groundwater flow (Nahm 1977). In this study,
only bores within the top unconfined layer are
investigated.
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Land salinity and pumping bores
In this study area, the water table is shallow and saline. To
reduce soil salinity, nine pumping bores (Fig. 1) were

previously installed to lower the water table. The pumps
predominantly operate continuously during winter and
spring. Monthly extraction rates were recorded by

Fig. 1 a Locations of observation and pumping bores (with identification numbers), b Study area location in Victoria, Australia. a The
circles represent the initial estimation of radius of influence from distance drawdown analysis
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Victorian Southern Rural Water and are used in the time-
series modeling. It is assumed that the monthly extraction
volume occurred uniformly throughout each day of the
month.

To monitor the effectiveness of the pumping at
lowering the water table, 54 observation wells were
established and water levels were monitored approximate-
ly monthly (Fig. 1). The observation bores were drilled at
different times, meaning the observation record length
varies. Bores within the ID range of 86,654 to 86,726
have the longest data record, starting in July 1987. Others
were drilled and monitored some months before or after
the pumping occurred at the closest pumping bore.
Detailed information for all observation and pumping
bores is available as electronic supplementary material
(ESM).

With regard to climatic-forcing data, daily precipita-
tion was obtained from East Sale Airport weather station
(Latitude 38.12 °S, Longitude 14.13 °E, Australian
Bureau of Meteorology Station 085072) and daily
potential evapotranspiration was estimated from the
Morton complementary relationship areal model
(Morton 1983) using daily values of maximum and
minimum temperature, vapor pressure and net radiation
from the same station. The annual average precipitation
at East Sale airport station and Morton’s potential
evapotranspiration is estimated at 596 and 1,168 mm/
year respectively.

Methods

In the following section, the soil-moisture storage
transfer-function-noise model (SMS-TFN) with
pumping is outlined starting with the original Von
Asmuth et al. (2002) model. Three extensions are then
proposed to account for varying saturated thickness,
interaction with a lake and pumping from multiple
bores. In adopting a top-down approach, each of those
proposed model structures is applied to obtain data-
based evidence for the most appropriate model struc-
ture and, hence, the dominant processes and boundary
conditions. Details of the top-down implementation are
given in section ‘Model implementation’. To aid the
assessment of model performance, uncertainty analysis
is also undertaken.

The transfer-function noise model
In the Von Asmuth et al. (2002) model, the groundwater
level elevation, ht [L], is the linear sum of three main parts
(Eq. 1):

ht ¼ h*t þ et þ d ð1Þ

where ht
* [L] is the contribution to head at time step t

due to the combined effects of all the represented

stresses (i.e. the deterministic part); et [L] is the
residual series; and d [L] is a constant for the local
drainage relative to a reference elevation. Following
Von Asmuth et al. (2002), ht

* can be estimated by
assigning an impulse response function to each
stressor (e.g. rainfall, evaporation or pumping) to
transform the historic forcing to a change in ground-
water head (Eq. 2) from d. That is, each impulse
response function weights all of the historic forcing
and the deterministic change in the groundwater level
at time t can be derived by numerically integrating
each weighted forcing and summing across all the
forcings.

h*t ¼
Xm
i¼1

Zt
−∞

θi t−τð ÞRi τð Þdτ
0
@

1
A ð2Þ

where θi [−] is the predefined impulse response function
for stress i; Ri [L] is the input stresses and m [−] is the
number of stresses to be modeled.

In applying Eq. (2), Von Asmuth et al. (2002)
simulated the climatic stress by inputting the
precipitation and potential evapotranspiration as Ri.
However, the groundwater head may not respond
linearly to climate because of the nonlinearity of
interception, runoff and recharge. To account for such
nonlinearity, Peterson and Western (2014) extended Von
Asmuth et al. (2002) to include a highly flexible soil-
moisture model. Depending upon the dynamic sought, the
soil-moisture model can have between one and five
parameters. Siriwardena et al. (2011) tested all of the
models on 620 bores from across Victoria Australia and
found the following soil model was the most parsimoni-
ous:

ds

dt
¼ P 1−

s

scap

� �
−E

s

scap

� �
ð3Þ

Here, scap [L] is a parameter for soil-moisture storage
capacity; s [L] is the soil moisture at time t; P [LT−1] is the
rate of precipitation and E [LT−1] is the potential
evapotranspiration rate. Following Peterson and Western
(2014), Eq. (3) was adopted as follows to transform
precipitation and potential evapotranspiration for input
into the time series model. The precipitation input to the
time series was replaced by an estimate of the soil-

moisture-free drainage, calculated as s
scap

� �γ
, where γ is a

parameter for the pore index. The evapotranspiration input
was replaced by an estimate of the groundwater evapo-
transpiration (groundwater ET). This was calculated as

E 1− s
scap

� �
, that is, potential evapotranspiration minus the

modeled soil evapotranspiration. Peterson and Western
(2014) undertook the latter replacement to allow the
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simulation of multi-year groundwater-level decline typical
throughout Australia. Biophysically, it can be conceptual-
ized as simulating vegetation groundwater usage only

during dry periods; that is, when the soil is very dry. The
final time-series model is:

ht ¼
Zt
−∞

st
scap

� �γ

θp t−τð Þdτ−
Zt
−∞

Et 1−
st
scap

� �
θE t−τð Þdτ−

Zt
−∞

QtθF t−τð Þdτ þ et þ d ð4Þ

where E [LT−1] and Q [L3T−1] are the potential evapo-
transpiration and pumping rate respectively and θp, θE and
θF [−] are the impulse response functions for free
drainage, groundwater evapotranspiration and pumping
respectively. Originally, the time series model proposed by
Peterson and Western (2014) included only the recharge
and groundwater evapotranspiration component (i.e. left
two integrals in Eq. 4) and in this paper, the third term
(pumping component) is added to time series model.
Figure 2b shows the conceptual settings considered in the
time series model to account for the main processes
contributing to the variation in groundwater level. Overall,
the three integrals in Eq. (4) represent the influence of the
main three drivers, that is free drainage which is
dependent on soil moisture controlled by rainfall and
evapotranspiration, groundwater ET, and pumping (see
Fig. 2b). It should be noted that the model presented here
does not consider the possible influence of interaction
between drivers and, hence, assumes the drivers are
independent of each other. The following sub-sections
detail the climatic response functions, θp, and θE, and the
pumping response function, θF.

Climatic response function
Von Asmuth et al. (2002) adopted the Pearson type III
distribution for the precipitation and evapotranspiration
response functions. While it is flexible, Peterson and
Western (2014) identified five weaknesses unnecessarily
compromising the calibration of the time series model and
proposed a more robust distribution. Following Peterson
and Western (2014), the impulse response function for
climatic stresses was as follows:

When exp (n) – 1>=1:

θp&E tð Þ ¼ A
texp nð Þ−2exp −btð Þ

exp nð Þ−2
b

� �exp nð Þ−2
exp 2−exp nð Þð Þ

ð5Þ

When exp (n) – 1<1:

θp&E tð Þ ¼ A
texp nð Þ−2exp −btð Þ− f limit

1− f limit
ð6Þ

Fig. 2 a Conceptualization of the hydrogeology of the study area, b Conceptual settings for the model
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f limit ¼ tlimit
exp nð Þ−2exp −btlimitð Þ ð7Þ

tlimit ¼ min tð Þ−100� 365 ð8Þ

where A, b, and n are parameters requiring calibration and
min(t) is the time of the first climate observation; tlimit is
100 years prior to the first climate observation date and
flimit is the distribution value at 100 years prior to the first
climate observation. The A is a scaling parameter. The b
and n are the shape parameters, and together they affect
the weighting of climate over time. This response function
can simulate shapes ranging from Gaussian-like to
exponential-like and, hence, enables the simulation of
delays between rainfall, recharge and groundwater level
response. This delay can represent either the time required
for percolation through the unsaturated zone to reach the
groundwater at the observation bore or for recharge from
more distant locations (e.g. top-hills) to influence the
levels at a down-gradient observation site. This implies
that the model can account for lateral groundwater flow.

Pumping response function
Unlike the climate response function, the pumping
response function can be derived from analytical well
hydraulics equations for instantaneous injection or
pumping. Numerous such analytical well hydraulics
equations have been developed ranging from the Theis
equation to those accounting for complexities such as
partial well penetration, multiple layer aquifers, sloping
beds and isotropic deposits (Kruseman and De Ridder
1994). The inclusion of each additional complexity
requires additional parameters, making calibration more
challenging and potentially less reproducible. Considering
that a top-down approach was adopted, for this study the
simplest equation was chosen for the pumping response
function; specifically the instantaneous form of the Theis
equation, known as Ferris and Knowles’ well formula
(Eq. 9). In Ferris and Knowles’ well formula, the response
of the groundwater head (X [L]) to an instantaneous
injection or extraction of a volume of water, V [L3], is
described as

X ¼ V

4πTt
exp −

r2S

4Tt

� �
ð9Þ

Here, T [L2T−1] and S [−] are transmissivity and
storativity of the aquifer around the well respectively,
whereas r [L] is the distance from the pumping well to the
observation bore. The impulse function is derived from
Ferris and Knowles’ well formula by replacing the terms
1

4πT and S
4T in Eq. (9) with parameters α and β respectively

(Eq. 10).

θF tð Þ ¼ α
t
exp −

r2β
t

� �
ð10Þ

The distance between the observation bore and pumping
well (r) is based on measured data. Ferris and Knowles’ well
formula has numerous assumptions; for example, the aquifer
is homogenous, of infinite areal extent and the saturated
thickness is constant. Furthermore, it is limited to a single
pumping bore. With regard to the hydrogeology of the study
area and the location of pumping bores, some of these
assumptions are not valid. The aquifer is unconfined and is
only about 10–20 m thick. Considering the observed
drawdown is up to 5 m, the assumption of a constant
saturated thickness is invalid. Furthermore, the aquifer is
locally bounded by the lake (Fig. 1) and some observation
bores are likely to be affected by more than one pumping
bore. In the following, modifications to the pumping response
function are presented to account for the aquifer being
unconfined and for the effects of boundary conditions and
multiple pumping bores.

Pumping response function with thickness correction
inclusion
To account for varying saturated thickness, Jacob (1944)
proposed an approximate correction to pump test draw-
down data. Following Jacob (1944), to correct for
drawdown effects, the observed drawdown (D [L]) can
be corrected (Dc [L]; Eq. 11).

Dc ¼ D−
D2

2l

� �
ð11Þ

where l [L] is the aquifer thickness. A problem is that in
the time series modeling, the observed drawdown, D, is
unknown while Dc is known (Dc is the simulated pumping
drawdown derived from the pumping (third) component in
Eq. (4). Hence, Eq. (11) is rearranged into an explicit
equation for D:

D ¼ l 1−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

2Dc

l
2

r !
ð12Þ

where l is an additional parameter. To apply this
correction, the simulated drawdown (Dc) was first calcu-
lated from the pumping (third) component in Eq. (4) and
then used in Eq. (12) to estimate D. D was then used
instead of Dc for the pumping (third) component in Eq. (4)
when calculating the overall head. This correction was
tested for all observation bores. For bores with modest
drawdown (<2 m), it produced implausible values of
saturated thickness (l) often one or two orders of
magnitude greater than those from the bore logs.
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Therefore, the Jacob’s correction was only applied to
observation bores in which the drawdown was found to be
sufficient to justify its inclusion (bores with blue color in
Fig. 10).

Pumping response function with boundary conditions
Where surface-water features are hydraulically connected
to an aquifer, their impact on heads may need to be
included as an aquifer boundary condition. In assessing if
Lake Kakydra (see Fig. 1) influences the response of the
aquifer to pumping, the pumping response function
(Eq. 10) was extended to include a recharge image well
to capture the potential effect of the lake (Ferris 1959).

θF2 tð Þ ¼ α
t

exp
−r2β
t

� �
−exp

−r2r β
t

� �� �
ð13Þ

where rr [L] is a constant for the distance between the
image well and the observation bore and it was set to
twice the distance from the observation bore to the center
of Lake Kakydra. Considering Lake Kakydra is ephemeral
and adjacent to the perennial, and significantly larger,
Lake Wellington, the image well distance is obviously an
approximation. Trials were conducted where rr was treated
as an additional model parameter and derived from
calibration. However, implausibly large values for rr were
obtained, which was probably due to the low sensitivity of
the parameter.

Response function for multiple pumping bores
The study area contains nine pumping bores. Graphical
estimation of their radius of influence indicated that
observation bores near pumping bores 20 and 24 may
also be influenced by pumping from bore 22 (see Fig. 1).
As in pump test analysis (Driscoll 1986; McWhorter and
Sunada 1977), the drawdown from multiple pumping
bores can be simulated within the time-series model by
superimposing response functions for each pumping bore.
In this study, this approach was applied to pumping bores
20 and 22 to account for the influence of pumping on
observation bores near pumping bore 20 and also to
pumping bores 22 and 24, for observations near bore 24.
Depending on the assumptions made, this could require
two additional model parameters (i.e. α, and β in Eq. (10)
for each pumping bore; however, in keeping with the top-
down approach of the paper and to minimize the
parameters, transmissivity and storativity were assumed
to be homogenous within the radius of the influence of
each pumping bore. The assumption of homogeneity is
consistent with a typical assumption made in pumping
testing and the overall top down approach. Obviously,
there would be some degree of heterogeneity in this study
area but, with limited data, it is not possible to
characterize the heterogeneity of the aquifer. Given that
model parameters are estimated based on available data,

an assumption like homogeneity is pragmatically
necessary.

Model implementation

Top-down modeling approach
Four components to the time-series model account for
various complexities—groundwater evapotranspiration,
time-varying saturated thickness, recharge boundaries,
and multiple pumping bores. These model components
may or may not be required in a parsimonious model of
any given well in the study area. In applying these
components, a top-down approach was adopted whereby
each component was applied to each observation bore to
assess if there was statistical evidence for its inclusion.
This approach used the following steps:

1. The inclusion of groundwater evapotranspiration in the
time-series model was assessed by applying models
with and without the groundwater evapotranspiration
component in Eq. (4). In this step, it was assumed that
each observation bore is only affected by the closest
pumping bore and thickness correction was applied.
The results for those two models (with and without
groundwater evapotranspiration) were compared and
the best one was selected. To assess the model
performances, two different criteria were used. The
first is the Akaike information criterion with correction
(AICC; Burnham and Anderson 2004), which penalizes
less parsimonious models and is specifically designed
to compare models with different numbers of param-
eters. The second is the coefficient of efficiency (COE;
Nash and Sutcliffe 1970) commonly used to assess the
performances of hydrological models.

2. For preliminary identification of observation bores
likely to be influenced by either multiple pumping
bores or a recharge boundary (i.e. lake Kakydra in this
study), the distance drawdown analysis method
(Driscoll 1986) was used. For each pumping bore, a
linear trend-line was fitted between the drawdown at an
observation bore (defined as the difference between
water level before pumping and the lowest water level
after pumping commenced) and the logarithm of the
distance of that bore. This was then extrapolated to
define a distance producing a 0.1 m drawdown.

3. For bores identified in step two, a further assessment of
the evidence for the inclusion of either multiple
pumping bores or the lake recharge boundary was
undertaken. For those observation bores potentially
impacted by multiple pumping bores, the time series
model was applied using multiple pumping bores and
then compared with the results of a model with only
the closest pumping bore included. The model with the
best model performance was then selected as the model
for that observation bore. For those bores where the
lake was within the radius of influence, a similar
procedure was applied, whereby models were devel-
oped with and without the inclusion of an image well
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representing the lake and the best performing model
was chosen. Since the inclusion of an image well or
multiple pumping bores does not change the number of
model parameters, only the COE was used for the
model performance assessment. The main criterion for
the inclusion of an image well or multiple pumping
bores at each bore was an improvement in the COE.

Times-series calibration
Following Von Asmuth et al. (2002), in calibrating the
time series model, first, the residuals at all observation
time points are calculated as:

et ¼ hobs;t−hmod;t ð14Þ

where et [L] is the residual at time t; hobs,t [L] is the
observed groundwater level at time t; and hmod;t [L] is the
modeled groundwater level at time t. The serial correlation
in et is modeled using an auto-regressive lag one model
(AR1); which is equivalent to an exponential decay
response in continuous time. The innovation series (v(t))
is then calculated from the residuals for the current and
previous observations as

v tð Þ ¼ et−exp−μΔtet−Δt ð15Þ

Here, et [L] is the residual at time t; et–Δt [L] is the
residual at the previous time; Δt [T] is the time between
the two observations; and μ is a time-series-model
parameter defining the decay rate of the AR1 noise model.
Finally, a weighted least-squares objective function was
calculated based on the squared innovations and mini-
mized with respect to the parameters using a multi-start
trust-region Levenberg-Marquardt gradient based algo-
rithm (Fan and Pan 2006; Levenberg 1944; Marquardt
1963) in which the number and parameter location of the
multiple starts were obtained from the eigenvalue ap-
proach of Tu and Mayne (2002). In minimizing the
innovations, a split sample approach was adopted,
whereby the earliest 70 % of the observation record was
used for the calibration and the latest 30 % for predictive
evaluation. Given that observation record lengths vary, the
length of calibration period also varies between observa-
tion bores.

Uncertainty analysis
Since the proposed time-series model is sometimes non-
linear around the optima, in this study, the non-linear
Markov Chain Mont Carlo method (MCMC) was used to
estimate uncertainty intervals using the DREAM algo-
rithm. DREAM runs several chains in parallel with initial
parameter sets from a prior distribution and then in each
chain, new candidate parameter sets are derived based on

genetic evolution (Smith and Marshall 2008; Vrugt et al.
2008, 2009). The only algorithm setting that needs to be
specified by the user is the number of chains and this was
set to the number of parameters being fitted. A total of
500,000 runs of the model were performed using DREAM
with independent uniform prior parameter distributions.
The prior distribution ranges are detailed in Table 1. The
last 10 % of samples in each chain were used to obtain the
posterior cumulative distribution functions (CDF) for
predictions and parameters and the uncertainties were
represented by the 5th and 95th percentiles. These
uncertainty estimates only include the influence of
parameter uncertainty.

Following Vrugt et al. (2009), to add the remaining
unexplained errors to the uncertainty estimation, for each
simulation (hi, i=1, 2,…,j), a normal random error with
zero mean and variance of the residual corresponding to
each simulation {εi~N[0,(σe

2)i]} was generated and added
to the model simulation. The total uncertainty (parameter
uncertainty plus the remaining residual error) were then
obtained using a similar approach to that explained above
for parameter uncertainty estimation.

Results

In the following, the results of the model-structure
selection steps are detailed. Then the spatial and
temporal performance of each selected model is
detailed, followed by the decomposition of each
hydrograph into the contributions from climate and
pumping.

Top-down model structure identification

Groundwater evapotranspiration
Models with and without groundwater evapotranspiration
(ET) were applied to all observations to identify the
validity of simulating groundwater evaporation and COE
and AICc performance statistics are presented in Fig. 3.
For the calibration period, there is no systematic differ-
ence in either COE or AICc values for the models with
and without groundwater ET (Fig. 3a–b). More impor-
tantly, during the evaluation period, the omission of
groundwater ET slightly improves the COE (Fig. 3d) and

Table 1 Model parameters and the prior range for uncertainty
analysis

Parameter Prior range

A 0–1
b 0–0.1
n 0–3
α 0–0.1
β 0–0.01
L 0–20
scap 0–150
γ 0–10
μ 0–1
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significantly improves AICc (Fig. 3c) at some wells, while
at the remaining wells the performance of the two
alternate models is comparable. This indicates that the
model with the groundwater ET component is sometimes
over-fitted during the calibration period as the result of
over parameterization. Given that the omission of ground-
water ET either led to similar, or improved, model
performance in verification, groundwater ET was omitted
from all subsequent models.

To determine whether the model with only the free
drainage component (i.e. no pumping and groundwater
ET) was adequate, the model without groundwater ET was
also run with and without pumping at all observation
bores. Using the AICc criterion, the results indicated that
there was no statistical evidence for the inclusion of
pumping at 12 of the 54 observation bores and the
simplest model structure (i.e. no groundwater ET and no
pumping) was adequate to simulate the groundwater head
at those bores. This is an expected result for these 12
bores as these bores are located sufficiently far from the

main pumping bore (i.e. >750 m) for the pumping
influence to be either too small to detect or zero.

Surface-water boundary effects
For those observation bores where the distance drawdown
analysis (Fig. 1) indicated that Lake Kakydra was within
the radius of influence, the models were applied with and
without a recharge image well and compared using the
calibration period COE. Figure 4 shows the change in
COE for the seven bores investigated. It shows that at all
seven bores the inclusion of a recharge image well
improved the model performance. The improvements
were not uniform and appear spatially correlated, suggest-
ing regions between pumping bore 22 and Lake Kakydra
that are more significantly influenced by pumping-induced
lake recharge.

To illustrate the improved model performance from
inclusion of the recharge image well, Fig. 5 presents the
observed and two simulated hydrographs for bore 86,659.

−600 −500 −400 −300 −200 −100 0

−600

−500

−400

−300

−200

−100

0

AICc(without ET component)

A
IC

c(
w

it
h
 E

T
 c

o
m

p
o
n
en

t)

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

COE(without ET component)

C
O

E
(w

it
h
 E

T
 c

o
m

p
o
n
en

t)

−300 −200 −100 0

−300

−200

−100

0

AICc(without ET component)

A
IC

c(
w

it
h
 E

T
 c

o
m

p
o
n
en

t)

−4 −3 −2 −1 0 1
−4

−3

−2

−1

0

1

COE(without ET component)

C
O

E
(w

it
h
 E

T
 c

o
m

p
o
n
en

t)

(a) The AICc (Calibration period) (b) The COE (Calibration period)

(c) The AICc (Evaluation period) (d) The COE (Evaluation period)

Fig. 3 Comparison of AICc and COE results between models with the groundwater ET component and models without the groundwater
ET component at all the bores in: a–b the calibration and c–d evaluation periods. The 1:1 line is a reference for comparison. In the COE
plots (b, d), points above the 1:1 line are the bores where the model with groundwater ET performs better. In the AICc scatter plots (a, c),
these bores plot below the 1:1 line as lower values of AICc represent better performance
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It shows that the inclusion of the image well produced a
notable improvement over several consecutive points in
the fit with the observed hydrograph following the
commencement of pumping (1996–1997). For bore
86,659, the root mean square error (RMSE) was 0.49
and 0.60 m in calibration and 0.91 and 1.04 m in
evaluation period respectively for the model simulations
with and without an image well (i.e. lake). This is an
overall improvement of 18 % in calibration and 12 % in

evaluation periods when an image well is included in the
model structure.

Multiple pumping bores
Distance drawdown analysis showed that eight observa-
tion bores need to be assessed for the inclusion of two
pumping bores in the model (Fig. 1). Figure 4 presents the
change in calibration period COE from the inclusion of a

Fig. 4 Change in calibration performance for observation bores (shown with identification numbers) which are either influenced by
multiple pumping bores or Lake Kakydra. (Note: change in COE>0 denotes an improvement in the performance of the model from adding
multiple pumping wells or the lake.)
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second pumping bore. It shows that at four of eight bores
the COE declined with the inclusion of a second pumping
bore (i.e. pump 22), while at four bores COE improved by
up to 0.1.

To illustrate the improvement from the inclusion of pump
22 in the simulations, Fig. 6a shows the observed and
modeled hydrographs for bore 86,660 and Fig. 6b–c shows
extraction rates at pumps 20 and 22 respectively. The most
notable improvement from the inclusion of pumps 20 and 22
in the simulation occurs from September 1994 to July 1997.
During the first 22 months of this period, only pump 20 was
operating. Additionally, during this period, neither model
with a single pumping bore adequately simulated the gradual
drawdown. After July 1997, Fig. 6a shows less difference
between the models, which could be due to poorer model
performance after July 1997 or, more likely, the moderate
correlation (0.56) between pumping rates in bores 20 and 22
resulting in compensating influences when only one pumping
bore is included.

Returning to Fig. 4., three of the four bores (bore
119,892, nested bores 86,660 and 86,662) showing an
improvement appear spatially clustered with those bores
having a notable improvement, with the inclusion of the
image well, while the four bores showing degraded
performance with the inclusion of pump 22 are all located
to the south. Additionally, three of the four bores (bores
110,206, 127,137 and 127,144) with degraded perfor-
mances in the south are located close to the main pumping
bores (<300 m). For bore 110,208, the degraded perfor-
mance is possibly due to the lack of water level
observation prior to pumping at bore 22, which is in
contrast to bore 86,660, which was observed prior to
pumping at bore 22. These results suggest that the
degradation of model performance for the four bores
might be due to either different lithology south of
pumping bores 20 and 24 compared with the area to the
north of those bores, or more likely, the proximity of these
bores to the main pumping bores.
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Model performance

Model performance across the study area
To summarize the final model performance for all
observation bores, Fig. 7 shows a map of the final
calibration and evaluation COEs. With regard to observa-
tion bores closest to the pumping bores, it is evident that
the chosen model has good COE values (between 0.5 and

1) during the calibration period. However, in the evalua-
tion period, there is an overall degradation in the
performance of the model, which is significant in some
bores (e.g. nested bores 86,658). As the pumping
drawdown declines, other unknown factors can influence
the groundwater head and, thus, affect the performance of
the model. For instance, the model does not perform well
during both calibration and evaluation periods for some

Fig. 7 The model COE during a calibration and b evaluation
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bores that lie on the west side of the area (specifically the
region between pumping bores 23, 21, and 29).

Temporal performance and uncertainty
To explore the temporal performance of the modeling,
Fig. 8 shows the observed and modeled hydrographs for
four bores that represent a range of model behavior.
Figure 8a–b shows results for bores within 50 m of a

pumping bore and Fig. 8c–d shows results for bores found
to be best simulated using only climate forcing. The
estimated prediction uncertainty (arising from parameter
uncertainty and remaining error) is also presented for the
bores in Fig. 8.

For those bores simulated with pumping, Fig. 8a–b
shows good agreement between the observed and modeled
hydrographs during both the calibration and evaluation
periods. For those bores only including climate forcing,
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Fig. 8c shows the model performs adequately until
October 2002, after which performance declines and is
particularly poor during the two periods with lowest head
in July 2003 and Oct 2006. This poor performance for that
period does not appear to be related to any deficiency in
the climate component of the model, as other nearby bores
such as bore 86,654 (Fig. 8d), are modeled well with only
the climate component. In addition, prior to October 2002,
the 1-month serial correlation of residuals was 0.4, after
which the serial correlation increased to 0.8. The residual
series after October 2002 also showed two periods (March
2003 to Jan 2004 and June 2006 to Oct 2007 in Fig. 8c) in
which the model was not able to replicate the drawdown
and, thus, the residuals were relatively high, which
suggests that after October 2002 an unaccounted-for
process has been influencing bore 126,437. This unac-
counted process may be unmetered private pumping,
which is known to be occurring in this area.

The uncertainty bounds in Fig. 8 show that when the
total modeled uncertainty (parameter uncertainty plus the
remaining residual error) is accounted for, the bounds
capture most observed data. In contrast, fewer observa-
tions fall within the parameter uncertainty bounds and
there are observed water level dynamics that are consis-
tently outside the parameter uncertainty estimation (see
Fig. 8b October 2000 to October 2002). To further assess
the uncertainty bounds, the coverage was calculated as the
percentage of observations within either the parameter or
total uncertainty bounds for the bores shown in Fig. 8, as
well as all other observation bores during the calibration
period. The results showed that the coverage due to
parameter uncertainty varied between 20 and 75 %, with
the median being 36 %, while the coverage due to the total
uncertainty varied between 87 and 98 % with the median
being 93 %. This is consistent with the 90 % uncertainty
bounds used; however, the contribution of the residual
error term appears to be significant and parameter
uncertainty alone significantly under-estimates the total
uncertainty.

Hydrograph decomposition

Decomposition at selected bores
One of the main strengths of the proposed model is its
ability to separate the effects of the main drivers: climate
and pumping. Two examples are presented to show the
effectiveness of the proposed model in separating the
pumping influence from climate (Fig. 9). To illustrate this
separation, the calibrated model was run with only the
climate component through the whole available data time
series, and then again with both the climate and pumping
components. Figure 9a–b shows that the pumping rapidly
affects groundwater head for the period July 1996 up to
July 1997. At the start of this period, the groundwater
head declined gradually and reached its lowest value of
−1.22 (m relative to the Australian Height Datum, AHD)
for bore 86,656 in Fig. 9a and −1.89 (m AHD) for bore
127,144 in Fig. 9b. A simple interpretation might

conclude that this entire water-level drop is the result of
pumping; however, from the model simulation with only
climate, it is clear that after July 1996, the groundwater
head also started to decline gradually in response to
climatic influences and, hence, the observed groundwater
head decline is due to both pumping and recession after a
large recharge event.

To evaluate the hydrograph decomposition, the simula-
tions derived without pumping were compared with an
observation bore not influenced by pumping (see Fig. 9a–b).
It can be seen that observed data from bores 86,654 and
86,656 and the modeled 86,656 data follow the same trend
before pumping occurred with similar responses to recharge
events and subsequent gradual declines (Fig. 9a). For the
period after pumping, interestingly, this trend continues
between observed 86,654 data and the modeled climate-only
response of 86,656. To quantify this similarity statistically,
the correlation coefficient was calculated; the results also
showed a strong relationship (correlation coefficient of 0.62)
between bores 86,654 and 86,656 before pumping, which
continues to be strong (correlation coefficient of 0.75)
between the modeled climate responses of 86,656 and bore
86,654 during pumping. While there are no observation data
available before pumping for bore 127,144 (Fig. 9b), it is
again clear that observed data from bore 127,137 found not
to be influenced by pumping and the modeled climate-only
response of 127,144, follow the same trend and respond
similarly to recharge and subsequent declines during the
pumping period. These comparisons provide important
evidence suggesting that the climate signal is well predicted
and hence the difference between the climate-only model
and the observation bore is a reliable estimation of the
pumping effect.

Estimated drawdown across the study area
The prior subsection provided evidence that the decom-
position of the simulated hydrograph is consistent with
independent observations. In this section, this decompo-
sition was undertaken for all bores and Fig. 10 summa-
rizes the maximum drawdown from pumping at each
observation bore. The adequate decomposition can be
derived only for those bores in which good model
performances are achieved. For those bores with poorer
model performances (e.g. those influenced by unmetered
pumping or additional recharge from lakes), some errors
will be included in the decomposition of the simulated
hydrograph. The estimated drawdown within 300 m of
pumping bores is between 2.0 and 5.2 m and, as expected,
drawdown decreases with distance from pumping bores.

Discussion and conclusions

Top-down approach to time-series modeling
In this paper, a systematic, top-down approach was
applied to identify the most parsimonious model structure
at each observation bore. This approach identified where
and when the inclusion of a particular process was
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warranted, which provided ins ights into the
hydrogeological processes of importance. In the follow-
ing, two examples are detailed.

Evaluation of the groundwater evapotranspiration
component in the model demonstrates the advantage of
top-down investigation. In recent groundwater time-
series studies, such as Von Asmuth et al. (2008),
Obergfell et al. (2013), Yihdego and Webb (2011) and
Peterson and Western (2014), groundwater evapotrans-
piration was assumed to be one of the major processes

prior to modeling, with no evaluation of the signifi-
cance of that driver. In this study, the model with a
groundwater evapotranspiration component performed
better during the calibration period for some observa-
tion bores but did not adequately simulate the
groundwater head during the evaluation period
(Fig. 3). This indicates that the component is redun-
dant in the study area, resulting in a risk of over
fitting the model during calibration. One reason why
the groundwater evapotranspiration is not a major
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driver may relate to local conditions; that is, in the
study area, the groundwater is highly saline and the
vegetation is dominantly shallow-rooted and, therefore,
phreatic uptake of water by the vegetation is unlikely
to be a significant flux. It could be argued that the
model does not account for interaction between the
drivers, and, given the changes associated with the
introduction of pumping, this could be concealing an
effect of evapotranspiration. However, this cannot be
the main factor since for those bores not influenced by
pumping (e.g. bores 86,654 or 115,221) and the model
still best simulated the groundwater hydrographs
without groundwater ET.

The top-down approach was also used to evaluate
the need for including multiple pumping bores. While
Obergfell et al. (2013) also used the superposition of
multiple pumping bores, in their study the inclusion of
seven pumping bores was decided prior to modeling
and not further evaluated. In contrast, the result of this
study showed that accounting for an extra pumping
bore does not necessarily improve the model perfor-
mance (Fig. 4). It was shown here that there was a
region where an additional pumping bore does not
produce benefits. This highlights the importance of the
top-down approach to facilitate the delineation of such
regions and to potentially provide insights into local
conditions (e.g. soil heterogeneity) with few prior
assumptions.

Inclusion of an additional source of recharge from
the lake
The application of a top-down approach to time series
modeling of a well-field allows the investigation of local

spatial influences on groundwater responses. In this study,
the influence of additional sources of recharge from
nearby water bodies (e.g. Lake Kakydra, Fig. 4) due to
pumping-induced drawdown was evaluated and this is the
first time where an additional source of recharge is
explicitly included in the time series model. The results
showed that improvements in the model performance
metrics due to inclusion of the lake are modest, but when
the hydrographs are considered in detail, there are
consecutive improvements for specific periods (e.g.
following the commencement of pumping, Fig. 5),
supporting the potential existence of some influence from
the lake.

The proposed pumping response function that
accounts for a lake boundary condition, while
performing acceptably in this situation, should be used
with caution due to the assumptions made. These are
that the recharge source fully penetrates the aquifer (at
least in terms of determining the underlying head) and
the river, channel or lake is sufficiently long so that
the solution is independent of the length of the
recharge source. In this study, the second assumption
is not satisfied as the lake has limited extent in the
direction perpendicular to the pumping flow. This
limitation is accepted at this stage given that no image
well configurations have been developed to include the
recharge effect of a finite water body despite several
analytical image well configurations for mixtures of
recharge and barrier boundaries (Kruseman and De
Ridder 1994). Furthermore, no image well configura-
tion was known that could account for variable lake
stage height. To account for the lake recharge
influence, one possibility would be to model the lake
as a recharge boundary with a circle-like shape and

Fig. 10 The maximum drawdown derived from the pumping component of the model for the pumping periods
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use the block-wise constant recharge function present-
ed in Bruggeman (1999) to describe the response of
the aquifer to a constant flux of recharge within a
specific area. However, applying such an approach
requires definition of the lake recharge rate. The
coupling of a time-varying lake recharge rate with a
time series model is the subject of future research.

Evaluation of pumping separation from climate
One of the important aspects of the time series model is its
ability to decompose the groundwater hydrograph and
quantify the influences of individual drivers. In previous
studies (e.g. Von Asmuth et al. 2008 and Obergfell et al.
2013), hydrograph decomposition to climate and pumping
was undertaken but the reliability of the separations was
not assessed. There appears to have been an assumption
that a good fit to the hydrographs would result in reliable
decompositions. This assumption has been shown to be
questionable (Shapoori et al. 2011). In this study, a simple
approach providing a reasonable check of the hydrograph
separations was an option. This was done by comparison
of decomposition against independent bore data (Fig. 9),
which was possible due to the configuration of the study
area and wells. The results indicated a good agreement
between the bores uninfluenced by pumping and the
decomposed hydrograph and, hence, provides consider-
able confidence that adequate separation has been
achieved. An understanding of the key drivers of head
variation and a reliable approach for separation of
pumping from climatic influences are essential for better
management of groundwater resources. The results in this
study indicate that the top-down approach is able to
provide significant insight into the importance of different
drivers and the resulting time series models provided
reliable separations.

The value of time-series modeling and other
approaches
This paper has demonstrated that the adoption of a top-
down modeling approach can improve model performance
and, just as importantly, provides insights into hydrolog-
ical processes, the hydrogeology, and unmetered ground-
water usage, with minimal prior assumptions. Clearly,
there are some deficiencies in this statistical approach to
groundwater modeling that require further research,
namely the limitations of the adopted analytical drawdown
functions and the image well equations. Despite this, it has
been demonstrated that time series modeling is a valuable
tool that can be used in place of, or in conjunction with,
other methods such as analytical simulation or numerical
modeling to efficiently provide novel insights.
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