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# Understanding and comparing various Optimizer methods in training machine learning models.

## Optimizers

### Gradient Descent

The gradient of a function ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAZgAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINmAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAfS1mgn0tZoJxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is the vector field ![](data:image/x-wmf;base64,183GmgAAAAAAAEACAAIBCQAAAABQXgEACQAAA2kBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAkACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUIBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAZnkAAwUAAAAUAmABLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wA0gAACgCou1wG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAANF5AAOUAAAAJgYPAB4BQXBwc01GQ0MBAPcAAAD3AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgSGByLRAgCDZgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAD9xBYoAAAAKADYjZj82I2Y/cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) whose value at a point ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAWoAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcAAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINwAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAuR5mZbkeZmVxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) gives the direction and rate of fastest increase. If the gradient of the function is non-zero at![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAWoAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcAAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINwAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoA2SJmltkiZpZxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=), the direction of the gradient is the direction in which the function increases most quickly from ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAWoAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAcCIAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINwAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAViJm0lYiZtJxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=), and the magnitude of the gradient is the rate of increase in that direction.

The gradient of a function ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA3ABAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUgBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmGAQADBQAAABQCYAGCABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAZnCAAQADmQAAACYGDwAnAUFwcHNNRkNDAQAAAQAAAAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg2YAAgCCKAACAINwAAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0Ak3EFigAAAAoAsCFmk7AhZpNxBYoAONhPAwQAAAAtAQAABAAAAPABAQADAAAAAAA=) for ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHQAIACQAAAAAxWwEACQAAAxQCAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmAHCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBwAA9QEAAAUAAAAJAgAAAAIFAAAAFAKgAX4BHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAOgAAAwUAAAAUAvQATwMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG4AvAEFAAAAFAKgAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABmAAADBQAAABQCoAE7BBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbABmAAAKALDPOAb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAArgAAAwUAAAAUAqABJgIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAACgCw0DgG/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAKGh4wMAA6gAAAAmBg8ARQFBcHBzTUZDQwEAHgEAAB4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINmAAIAgjoAAgSLHSGhDwADABwAAAsBAQEADwECAINuAAAACgIEhpIhrgIEix0hoQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtALtxBYoAAAAKAMcsZrvHLGa7cQWKADjYTwMEAAAALQEBAAQAAADwAQAAAwAAAAAA) where![](data:image/x-wmf;base64,183GmgAAAAAAAIAKQAIACQAAAADRVgEACQAAA1ECAAACANcAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAKCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ACgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdsDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTLMAbwBBQAAABQCgAGwAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAKCwsLi4uLCmuAd0BeABgAGAAYADnAQADBQAAABQC4wEcCRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAoABagAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHB4eHjiArQBdQMAAwUAAAAUAoABigEcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAbgAACgCQzzgG/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0AAAPXAAAAJgYPAKMBQXBwc01GQ0MBAHwBAAB8AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDcAACBIY9AD0CAIIoAAIAg3gADwADABsAAAsBAA8BAgCIMQAADwABAQAKDwECAIIsAAIAg3gADwADABsAAAsBAA8BAgCIMgAADwABAQAKDwECAIIsAAIAgi4AAgCCLgACAIIuAAIAgiwAAgCDeAAPAAMAGwAACwEADwECAINuAAAPAAEBAAoPAQIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AxHEFigAAAAoATCxmxEwsZsRxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is defined as:
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A point where the gradient is the zero vector is known as a stationary point. A stationary point is a point where the function "stops" increasing or decreasing.

* A **local minima** is one where the derivative of the function changes from negative to positive.
* A **local maxima** is one where the derivative of the function changes from positive to negative.
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If![](data:image/x-wmf;base64,183GmgAAAAAAAGALQAIACQAAAAAxVwEACQAAA6ICAAACAMkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmALCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gCwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAewBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAGFhKGEpALsDaQWEAMAAAAMFAAAAFALjAf0AHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABubrsDvAEFAAAAFAKAAUQIHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABGbgADBQAAABQCgAGUBhwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbADFAAAKABjjNAb+////WM5PAwwHxHZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAZwAAAwUAAAAUAuMBegEcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wATAAACgB45jQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACsAvAEFAAAAFAKAAckCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAMYAAAoAuOY0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAA9LdFMyQKeAQADyQAAACYGDwCIAUFwcHNNRkNDAQBhAQAAYQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAgWEADwADABsAAAsBAA8BAgCDbgACBIYrACsCAIgxAAAPAAEBAAoPAQIEhj0APQIAgWEADwADABsAAAsBAA8BAgCDbgAADwABAQAKDwECBIYSIi0CBISzA2cCBIYHItECAINGAAIAgigAAgCBYQACAIIpAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AcHEFigAAAAoAbCtmcGwrZnBxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=), then ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJQAIBCQAAAACwVQEACQAAA2sCAAACAMUAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuAJCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAZ8IHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABWgEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAQAAAAMgoAAAAABgAAAChhKShhKYQAZwEeA4QAQQIAAwUAAAAUAuMBpwIcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAG5uCQW8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAEZGCQUAAwUAAAAUAuMBLQgcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAoQAACgB44zQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAACsAvAEFAAAAFAKAARcEHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAJkAAAoAuOM0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAACzRgADxQAAACYGDwCAAUFwcHNNRkNDAQBZAQAAWQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg0YAAgCCKAACAIFhAA8AAwAbAAALAQAPAQIAg24AAA8AAQEACg8BAgCCKQACBIZlIrMCAINGAAIAgigAAgCBYQAPAAMAGwAACwEADwECAINuAAIEhisAKwIAiDEAAA8AAQEACg8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAANxBYoAAAAKANUrZgPVK2YDcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) for a small enough learning rate![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA90BAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9ABAAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAASgAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAMUAAAoA+Ok0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAZwAAAwUAAAAUAuMBtAMcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAIwAACgAY5zQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACsAvAEFAAAAFAKAATYBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAMYAAAoAmOk0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADOAAADBQAAABQCgAF6AhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEE1UIEV4dHJhAAAKAJjnNAb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAoQAAA6QAAAAmBg8APQFBcHBzTUZDQwEAFgEAABYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISzA2cCBIYIIs4CBIsdIaEPAAMAGwAACwEADwECBIYrACsADwABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQCmcQWKAAAACgBMLGamTCxmpnEFigA42E8DBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). The term ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEAAIBCQAAAABwWAEACQAAA6YBAAACAJwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gBAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAVYCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKGEpAIQAwAAAAwUAAAAUAmABQgEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEYAAAMFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAFwAAAoAGOk0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAADReQADnAAAACYGDwAtAUFwcHNNRkNDAQAGAQAABgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIEhgci0QIAg0YAAgCCKAACAIFhAAIAgikAAABhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AE3EFigAAAAoARyxmE0csZhNxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is subtracted from ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIFhAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAKy5mzisuZs5xBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) because we want to move against the gradient and toward the local minima.

The process of gradient descent starts with a guess ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAfAAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMHm8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHgrAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDeAAPAAMAGwAACwEADwECAIgwAAAPAAEBAAAABAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAH5xBYoAAAAKANUrZn7VK2Z+cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) for a local minima of![](data:image/x-wmf;base64,183GmgAAAAAAAKABoAEDCQAAAAASXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAUAAAAJAgAAAAIFAAAAFAJgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAARnkAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINGAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAgixmK4IsZitxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=), then improve upon this guess for ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFQAIACQAAAABRWQEACQAAA8kBAAACALoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAFCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ABAAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdsAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTLMAbwBBQAAABQCgAFeARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAA8AAAAyCgAAAAAFAAAALCwuLi743QF4AGAAYAAAAwUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh4tAEAA7oAAAAmBg8AagFBcHBzTUZDQwEAQwEAAEMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN4AA8AAwAbAAALAQAPAQIAiDEAAA8AAQEACg8BAgCCLAACAIN4AA8AAwAbAAALAQAPAQIAiDIAAA8AAQEACg8BAgCCLAACAIIuAAIAgi4AAgCCLgAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAKpxBYoAAAAKAGwrZqpsK2aqcQWKADjYTwMEAAAALQEBAAQAAADwAQAAAwAAAAAA) such that ![](data:image/x-wmf;base64,183GmgAAAAAAAOAOQAIACQAAAACxUgEACQAAA7ICAAACANQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuAOCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAeIBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABRAkcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAACgpLDBQAX4AygIAAwUAAAAUAuMB8wAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAG5usQO8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAPAAAAMgoAAAAABQAAAHh4RnhuALEDMwSwAcIBAAMFAAAAFAKAAYAGHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAL4AAAoAOOc0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABnsQADBQAAABQC4wFwARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3AAAKAPjmNAb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAKwC8AQUAAAAUAoABvwIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAvwAACgAY6jQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAD0t0bO/Ap4BmgUAA9QAAAAmBg8AnQFBcHBzTUZDQwEAdgEAAHYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN4AA8AAwAbAAALAQAPAQIAg24AAgSGKwArAgCIMQAADwABAQAKDwECBIY9AD0CAIN4AA8AAwAbAAALAQAPAQIAg24AAA8AAQEACg8BAgSGEiItAgSEswNnAgSGByLRAgCDRgACAIIoAAIAg3gAAgCCKQACAIIsAAIAg24AAgSGZSKzAgCIMAAAAHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQBicQWKAAAACgCKK2ZiiitmYnEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Hopefully, the sequence ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA6sBAAACAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAgAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCnhAQADBQAAABQC4wF3ARwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAbgC8AQUAAAAUAoAB0AAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHgAAAOjAAAAJgYPADwBQXBwc01GQ0MBABUBAAAVAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCCKAACAIN4AA8AAwAbAAALAQAPAQIAg24AAA8AAQEACg8BAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAMRxBYoAAAAKAFYsZsRWLGbEcQWKADjYTwMEAAAALQEBAAQAAADwAQAAAwAAAAAA) converges to the desired local minimum.

In the context of **Multivariate Linear Regression**, given a linear equation

![](data:image/x-wmf;base64,183GmgAAAAAAAKASQAIACQAAAADxTgEACQAAA5gCAAACABMBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqASCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gEgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAYoDHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAA8AAAAyCgAAAAAFAAAAMDExMjIAzQISAdQCOwG8AQUAAAAUAoABUA0cAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAC4uLrdgAGAAAAMFAAAAFALjAakQHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAABubj8BvAEFAAAAFAKAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAAEwAAADIKAAAAAAgAAAB5d3d4d3h3eEAC4gJaAXQCgwHpBIcBAAMFAAAAFAKAAWwBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sALkAAAoAeOc0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAAA9KysrKwD0As4DIARMAgADEwEAACYGDwAbAkFwcHNNRkNDAQD0AQAA9AEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg3kAAgSGPQA9AgCDdwAPAAMAGwAACwEADwECAIgwAAAPAAEBAAoPAQIEhisAKwIAg3cADwADABsAAAsBAA8BAgCIMQAADwABAQAKDwECAIN4AA8AAwAbAAALAQAPAQIAiDEAAA8AAQEACg8BAgSGKwArAgCDdwAPAAMAGwAACwEADwECAIgyAAAPAAEBAAoPAQIAg3gADwADABsAAAsBAA8BAgCIMgAADwABAQAKDwECBIYrACsCAIIuAAIAgi4AAgCCLgACBIYrACsCAIN3AA8AAwAbAAALAQAPAQIAg24AAA8AAQEACg8BAgCDeAAPAAMAGwAACwEADwECAINuAAAPAAEBAAAAPgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAC9xBYoAAAAKADorZi86K2YvcQWKADjYTwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)

one can use Gradient Descent to find the weights ![](data:image/x-wmf;base64,183GmgAAAAAAAIACAAICCQAAAACTXgEACQAAA2wBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmMAQADBQAAABQCYAHEABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdwAAA5YAAAAmBg8AIgFBcHBzTUZDQwEA+wAAAPsAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIIoAAIAg3cAAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtANNxBYoAAAAKACsuZtMrLmbTcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) given the input features ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeAAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN4AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAMCZmCTAmZglxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) and expected output![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeQAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN5AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoA+Q1mhvkNZoZxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=).

The function that we want to find the local minima of for this problem is a **loss function**, that is how far off the predicted output is from the actual output. There are many types of loss functions, one of which is the **Mean Squared Error** (MSE).

The **hypothesis** ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJOAXoAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAmABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5AAOTAAAAJgYPABwBQXBwc01GQ0MBAPUAAAD1AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgGDeQAGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQDJcQWKAAAACgA+K2bJPitmyXEFigA42E8DBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) given a learned set of weights ![](data:image/x-wmf;base64,183GmgAAAAAAAIACAAICCQAAAACTXgEACQAAA2wBAAACAJYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoACCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmMAQADBQAAABQCYAHEABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAdykAA5YAAAAmBg8AIgFBcHBzTUZDQwEA+wAAAPsAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIIoAAIAg3cAAgCCKQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAHVxBYoAAAAKAFYsZnVWLGZ1cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is:

![](data:image/x-wmf;base64,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)

The **Mean Square Error** loss function of the expected output ![](data:image/x-wmf;base64,183GmgAAAAAAAGABoAECCQAAAADTXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAgAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAIAAV4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeXkAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN5AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoA8ClmlPApZpRxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) and the hypothesis ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA2gBAAACAJMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJOAXoAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiHkAAwUAAAAUAmABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHl5AAOTAAAAJgYPABwBQXBwc01GQ0MBAPUAAAD1AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgGDeQAGAAkAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQCwcQWKAAAACgD4KGaw+ChmsHEFigA42E8DBAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

![](data:image/x-wmf;base64,183GmgAAAAAAAAAUQAQACQAAAABRTgEACQAAA50EAAAEADUBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJABAAUCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///6/////AEwAA7wMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAiAC6QoFAAAAEwIgAksMBQAAAAkCAAAAAgUAAAAUAtQBLRMcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAAAyebwBBQAAABQC4wKgAhwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAMDEBArwBBQAAABQC7AOHDRwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAMDG8AQUAAAAUAo4BOgscAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAADExAAMFAAAAFAJuAqYRHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAACIMQADBQAAABQCgAIkARwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAgAEAAAA8AEBABYAAAAyCgAAAAAKAAAAKCwsLi4uLCkoKRAC8AF4AGAAYABgACMCcwVOBAADBQAAABQC+gAGDRwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAATjG8AQUAAAAUAuMCQQgcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQIABAAAAPABAQAMAAAAMgoAAAAAAwAAAG5paShlB4oCvAEFAAAAFALsA7QMHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABpMbwBBQAAABQCgAJGABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAgAEAAAA8AEBABAAAAAyCgAAAAAGAAAATHd3d3l5bgEWAogDrgeKAgADBQAAABQCrAMTCxwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAATjEAAwUAAAAUAuwDAw0cAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wA4wAACgC47DQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAD0xvAEFAAAAFAKAArcJHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sACwAAAoAWO40Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAAA9LZsGAAMFAAAAFALYAooMHAAAAPsCwP0AAAAAAACQAQAAAAEAAgAQU3ltYm9sAOQAAAoAGOs0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAADlLYAENQEAACYGDwBfAkFwcHNNRkNDAQA4AgAAOAIAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg0wAAgCCKAACAIN3AA8AAwAbAAALAQAPAQIAiDAAAA8AAQEACg8BAgCCLAACAIN3AA8AAwAbAAALAQAPAQIAiDEAAA8AAQEACg8BAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAg3cADwADABsAAAsBAA8BAgCDbgAADwABAQAKDwECAIIpAAIEhj0APQMACwAADwABAA8BAgCIMQAADwABAA8BAgCDTgAAAAMAEHAADwABAA8BAgCCKAACAIN5AA8AAwAbAAALAQAPAQIAg2kAAA8AAQEACg8BAgSGEiItAgGDeQAGAAkADwADABsAAAsBAA8BAgCDaQAADwABAQAKDwECAIIpAA8AAwAcAAALAQEBAA8BAgCIMgAAAAAPAAEADwECAINpAAIEhj0APQIAiDAAAA8AAQAPAQIAg04AAA0CBIYRIuUAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAQAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoArC1m0KwtZtBxBYoAONhPAwQAAAAtAQMABAAAAPABAgADAAAAAAA=)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAMABwAEECQAAAAAVXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAcABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAATnkAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINOAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAOyRmYjskZmJxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is the number of samples in the training dataset.
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Finally, we update the weights via the formula

![](data:image/x-wmf;base64,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)

where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sALsAAAoAOO40Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAE0KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgDXJ2b91ydm/XEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is the learning rate and ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbnkAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINuAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAKy5mMisuZjJxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is the number of features.

This process is repeated until the algorithm converges to a minimum, which is indicated by the gradient becoming very small (almost zero). The learning rate ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAIYAAAoAGPA0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAHwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgBpFGZZaRRmWXEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) determines how big the steps the algorithm takes towards the minimum are. If ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAD8AAAoAmPI0Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYQAAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgDwG2bq8Btm6nEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is too large, the algorithm might overshoot the minimum and diverge. If ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAEAAAAoAGO80Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYQAAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgAMK2ZODCtmTnEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is too small, the algorithm will need many iterations to converge and might get stuck in a local minimum.

The main challenge with Gradient Descent is that it can get stuck in local minima. This is not a problem when the error surface (the Loss Gradient ![](data:image/x-wmf;base64,183GmgAAAAAAAGACwAECCQAAAACzXQEACQAAA2kBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAWACCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAgAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUIBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAATHkAAwUAAAAUAmABLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAJgAACgCY8TQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAANF5AAOUAAAAJgYPAB4BQXBwc01GQ0MBAPcAAAD3AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgSGByLRAgCDTAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAOlxBYoAAAAKAH0iZul9ImbpcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA)) is convex, such as in Linear Regression. However, in Neural Networks, the error surface can have many local minima, and Gradient Descent can get stuck in a suboptimal solution. This is why modifications and alternatives to Gradient Descent, such as Stochastic Gradient Descent and Mini-Batch Gradient Descent, are often used in practice. These methods introduce randomness into the algorithm, which can help it escape from local minima.

### Stochastic Gradient Descent (SGD)

**Stochastic Gradient Descent** (SGD) is an optimization method commonly used in machine learning algorithms, especially those dealing with large datasets. The main idea behind SGD is to use a single or a few randomly selected samples to estimate the gradient, rather than using the entire dataset.

Consider the loss function
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The key difference between SGD and Gradient Descent is that in SGD, we perform the update on each training sample (or a small batch of samples), instead of updating the weights according to the entire dataset. This is denoted by ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEQAIBCQAAAACQWAEACQAAA+QBAAACAKkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAAXECHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKCmMAQADBQAAABQC4wEBAhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAaQC8AQUAAAAUAoABQgEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAEx3vwEAAwUAAAAUAoABLgAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wABgAACgCY9DQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAANF5AAOpAAAAJgYPAEcBQXBwc01GQ0MBACABAAAgAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgSGByLRAgCDTAAPAAMAGwAACwEADwECAINpAAAPAAEBAAoPAQIAgigAAgCDdwACAIIpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAAhxBYoAAAAKAMQkZgjEJGYIcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) versus ![](data:image/x-wmf;base64,183GmgAAAAAAAEAGYAQBCQAAAAAwXAEACQAAA2MCAAAEALkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgBEAGCwAAACYGDwAMAE1hdGhUeXBlAAAAARIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8ABgAAGAQAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACQAAFAAAAEwIAAqQCBQAAAAkCAAAAAgUAAAAUAu8DJAIcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEACQAAADIKAAAAAAEAAABqALwBBQAAABQCbgFjARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAATAAAAwUAAAAUAmACLAUcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAEwAAAMFAAAAFAKMAwwBHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAB3EgADBQAAABQCbgGpABwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAxAAAKAPj0NAb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAtgAAAwUAAAAUAmAC4AIKAAAAMgoAAAAAAgAAAM7ROAEAAwUAAAAUAowDUgAJAAAAMgoAAAAAAQAAALYSAAO5AAAAJgYPAGgBQXBwc01GQ0MBAEEBAABBAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAwALAAAPAAEADwECBIYCIrYCAINMAAAPAAEADwECBIYCIrYCAIN3AA8AAwAbAAALAQAPAQIAg2oAAA8AAQEAAAAKDwECBIYIIs4CBIYHItECAINMAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoA5hJmZeYSZmVxBYoAONhPAwQAAAAtAQMABAAAAPABAQADAAAAAAA=).

This approach has several advantages:

- **Computational efficiency**: SGD is much faster than Gradient Descent when dealing with large datasets, as it only needs to load one sample (or a small batch) into memory at a time.

- **Frequent updates**: With frequent updates, SGD can have a faster convergence and can also escape local minima more easily.

- **Ability to handle redundant data**: In some cases, the training data may contain redundant information. In such cases, SGD can reach the optimal solution faster by not using all the redundant data.

However, SGD also has some disadvantages:

- **Noisy updates**: Since SGD uses only one sample (or a small batch) to compute the gradient, the updates can be noisy, leading to a non-smooth path towards the minimum.

- **Requires tuning of learning rate**: The learning rate ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAK4AAAoA6LtcBv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgB6M2Z0ejNmdHEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) often needs to be decreased over time to ensure convergence to the minimum, which adds an extra hyperparameter to tune.

Despite these challenges, SGD remains a popular optimization method due to its efficiency and simplicity.

### Mini-Batch Gradient Descent

**Mini-Batch Gradient Descent** is a variant of Gradient Descent that splits the dataset into small subsets or "mini-batches". The algorithm then computes the gradient and updates the weights based on each of these mini-batches. It is a compromise between Gradient Descent and SGD.

Similar to SGD, we first shuffle the dataset, but then, we split the dataset into mini-batches of size ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAECCQAAAADTXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABgAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAbQAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINtAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAXyZmz18mZs9xBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=). For each mini-batch ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASQBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAawC8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEIAAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDQgAPAAMAGwAACwEADwECAINrAAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAEhxBYoAAAAKALkqZki5KmZIcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA), we compute the gradient of the average loss over the mini-batch with respect to the weights and update the weights as follows:
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This update is performed for each mini-batch, and the process is repeated for a number of epochs until the algorithm converges or a stopping criterion is met.

The key difference with standard Gradient Descent and SGD is that the update is performed after each mini-batch (a subset of samples), not after the entire dataset (or one random sample in the case of SGD). This makes Mini-Batch Gradient Descent faster and more suitable for large datasets, while still providing more stable and less noisy updates than SGD.

### Momentum

**Momentum** is a method that helps accelerate Stochastic Gradient Descent (SGD) in the relevant direction and dampens oscillations. It does this by adding a fraction of the update vector of the past time step to the current update vector.
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The update rule for the Momentum optimizer can be expressed as follows:
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### Adaptive Gradient Algorithm (Adagrad)

Adagrad is a gradient-based optimization algorithm that adapts the learning rate for each parameter during the optimization process, based on the past gradients observed for that parameter. It performs larger updates (high learning rates) for parameters related to infrequent features and smaller updates (low learning rates) for frequent ones. This makes it well-suited for dealing with sparse data.

The update rule for Adagrad is:
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or written as per-parameter updates,
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Mathematically, each element in the diagonal ![](data:image/x-wmf;base64,183GmgAAAAAAAKACYAICCQAAAADTXgEACQAAA6oBAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAbcBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAALAC8AQUAAAAUAuMBZQEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGpqvQC8AQUAAAAUAoABLgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAEdqAAOiAAAAJgYPADkBQXBwc01GQ0MBABIBAAASAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDRwAPAAMAGwAACwEADwECAINqAAIAgiwAAgCDagAADwABAQAAAHwKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQD3cQWKAAAACgB7I2b3eyNm93EFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is calculated as:
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The ![](data:image/x-wmf;base64,183GmgAAAAAAAKABwAEECQAAAAB1XgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAaABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAS4AHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAARwAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINHAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAOC1mxjgtZsZxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) matrix is used to adaptively adjust the learning rates of the model parameters. The learning rate for each weight is scaled by the inverse square root of the sum of the squares of past gradients for that weight.

This means that weights associated with frequently occurring features (large gradients) get smaller updates, and weights associated with infrequent features (small gradients) get larger updates.

This adaptive learning rate makes Adagrad particularly useful for dealing with sparse data. However, the accumulation of the squared gradients in the denominator can cause the learning rate to shrink too much during training, which is a common criticism of Adagrad. Other algorithms such as Adadelta and Adam were proposed to overcome this issue.

### Root Mean Square Propagation (RMSProp)

**RMSProp** is an optimization algorithm that adapts the learning rate for each parameter during the optimization process. It uses a decaying average of past squared gradients to adapt the step size for each parameter. This allows the algorithm to forget early gradients and focus on the most recently observed partial gradients.

The update rule for RMSProp is:
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Here:

-![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAA+oBAAACAK8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0ALMCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAqABMAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFtdHQIAAwUAAAAUAgMCwQMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHRdvAEFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABFZ4YBAAOvAAAAJgYPAFQBQXBwc01GQ0MBAC0BAAAtAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDRQACAIJbAAIAg2cADwADABwAAAsBAQEADwECAIgyAAAACgIAgl0ADwADABsAAAsBAA8BAgCDdAAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAFVxBYoAAAAKAKMtZlWjLWZVcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the decaying average of past squared gradients.

-![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAPwAAAoAWP40Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYnkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISyA2IAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgDBKWaewSlmnnEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is the decay rate, which determines the rate at which past squared gradients are forgotten. A typical value for ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAOQAAAoAWP40Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYgAAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISyA2IAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgBMDmYSTA5mEnEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is 0.9.

- ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARYBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGd5AAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDZwAPAAMAGwAACwEADwECAIN0AAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAG9xBYoAAAAKAJAaZm+QGmZvcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the gradient at the current time step.

- ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAIEAAAoA+P40Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYXkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISxA2EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgBtB2babQdm2nEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is the learning rate.

- ![](data:image/x-wmf;base64,183GmgAAAAAAAIABYAEBCQAAAADwXgEACQAAAzQBAAACAJEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAYABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdwAAA5EAAAAmBg8AGAFBcHBzTUZDQwEA8QAAAPEAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN3AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAlCdmx5QnZsdxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) are the parameters of the model.

- ![](data:image/x-wmf;base64,183GmgAAAAAAAAABQAEECQAAAABVXgEACQAAA0YBAAACAKMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAQABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADAAAAAZgEAAAUAAAAJAgAAAAIFAAAAFAIAASgAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQRXVjbGlkIE1hdGggT25lAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAA8gAAA6MAAAAmBg8AOwFBcHBzTUZDQwEAFAEAABQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABNFdWNsaWRNYXRoMQARB0V1Y2xpZCBNYXRoIE9uZQAIBgAQAAAAAAAAAA8BAgR/9QPyAAADCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wISAAgAAAAAAJABAAAAgAECAgJTeXN0ZW0AAHEFigAAAAoAlCdmRpQnZkZxBYoAONhPAwQAAAAtAQEABAAAAPABAAADAAAAAAA=) is a small smoothing term to avoid division by zero (typically on the order of 1e-8).

To calculate ![](data:image/x-wmf;base64,183GmgAAAAAAAGAEYAIBCQAAAAAQWAEACQAAA+oBAAACAK8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAmAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gBAAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0ALMCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAqABMAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAFtdHQIAAwUAAAAUAgMCwQMcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHQAvAEFAAAAFAKgAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABFZ4YBAAOvAAAAJgYPAFQBQXBwc01GQ0MBAC0BAAAtAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDRQACAIJbAAIAg2cADwADABwAAAsBAQEADwECAIgyAAAACgIAgl0ADwADABsAAAsBAA8BAgCDdAAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtALlxBYoAAAAKAJAaZrmQGma5cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA), we take the square of each past gradient, and then compute a running (or moving) average of these squared gradients. The decay rate ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAPMAAAoA+AA1Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYgAAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISyA2IAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgDXE2ZL1xNmS3EFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) determines how much weight is given to the past gradients. A high value of ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAAzUBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAMQAAAoAOAA1Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYnkAA5IAAAAmBg8AGQFBcHBzTUZDQwEA8gAAAPIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECBISyA2IAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhIACAAAAAAAkAEAAACAAQICAlN5c3RlbQAAcQWKAAAACgBzKmbocypm6HEFigA42E8DBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) means that more of the past gradients are taken into account, while a low value means that the algorithm "forgets" the past gradients more quickly.

### Adaptive Moment Estimation (Adam)

**Adaptive Moment Estimation** (Adam) is an update to the RMSProp optimizer by combining it with the main feature of the Momentum method. It uses running averages of both the gradients and the second moments (squared gradients) of the gradients.

The update rule for Adam is as follows:

First, compute the running averages of the gradients (first moment) and the squared gradients (second moment):

Momentum Component

An estimate of the first moment (the mean) of the gradients, which is analogous to the momentum term in the Momentum method. This is represented by ![](data:image/x-wmf;base64,183GmgAAAAAAAOABQAIACQAAAACxXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAUABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG15AAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDbQAPAAMAGwAACwEADwECAIN0AAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtACJxBYoAAAAKACUTZiIlE2YicQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) in the Adam update rule:

![](data:image/x-wmf;base64,183GmgAAAAAAAMANQAIACQAAAACRUQEACQAAA9ECAAACAPIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ADQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQoEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAMTEx4TwC/gS8AQUAAAAUAoABHwgcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAACgxKQNgAE4DAAMFAAAAFALjAUABHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAB0dHTsQQSyB7wBBQAAABQCgAE6ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAbW1n5UEE7gcAAwUAAAAUAoABPQMcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wA5gAACgAYAjUG/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGJiOgcAAwUAAAAUAuMB1wUcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wA7gAACgA4/zQG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAC0AvAEFAAAAFAKAAQsCHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAOcAAAoAWP80Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAA9Ky3lAAVSAgAD8gAAACYGDwDZAUFwcHNNRkNDAQCyAQAAsgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBoJsgnIglr6SqQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAEAAAAAAAAAAPAQIAg20ADwADABsAAAsBAA8BAgCDdAAADwABAQAKDwECBIY9AD0CBISyA2IPAAMAGwAACwEADwECAIgxAAAPAAEBAAoPAQIAg20ADwADABsAAAsBAA8BAgCDdAACBIYSIi0CAIgxAAAPAAEBAAoPAQIEhisAKwIAgigAAgCIMQACBIYSIi0CBISyA2IPAAMAGwAACwEADwECAIgxAAAPAAEBAAoPAQIAgikAAgCDZwAPAAMAGwAACwEADwECAIN0AAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtALNxBYoAAAAKACYXZrMmF2azcQWKADjYTwMEAAAALQEBAAQAAADwAQAAAwAAAAAA)

Here, ![](data:image/x-wmf;base64,183GmgAAAAAAAKACQAIBCQAAAADwXgEACQAAA9sBAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQUCHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMXm8AQUAAAAUAuMBQAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHQAvAEFAAAAFAKAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABtAAADBQAAABQC4wGWARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbABeAAAKANgBNQb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALQC8AaIAAAAmBg8AOgFBcHBzTUZDQwEAEwEAABMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINtAA8AAwAbAAALAQAPAQIAg3QAAgSGEiItAgCIMQAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAO5xBYoAAAAKAJAaZu6QGmbucQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the estimate of the first moment at the previous time step, ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAQ0BHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQC8AQUAAAAUAoABQAAcAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAXgAACgCYATUG/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGIAAAOdAAAAJgYPADABQXBwc01GQ0MBAAkBAAAJAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgSEsgNiDwADABsAAAsBAA8BAgCIMQAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAO5xBYoAAAAKADgtZu44LWbucQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the decay rate for the first moment estimates (typically set to 0.9), and ![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARYBHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdAC8AQUAAAAUAoABTAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGcAAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDZwAPAAMAGwAACwEADwECAIN0AAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAHBxBYoAAAAKALYqZnC2KmZwcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) is the gradient at the current time step.

RMSProp Component

Next an estimate of the second moment (the uncentered variance) of the gradients, which is a key component of the RMSProp method. This is represented by ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdQAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdHm8AQUAAAAUAoABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHZ5AAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDdgAPAAMAGwAACwEADwECAIN0AAAPAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAHhxBYoAAAAKAIoVZniKFWZ4cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) in the Adam update rule:

![](data:image/x-wmf;base64,183GmgAAAAAAAIANYAIACQAAAADxUQEACQAAAwcDAAACAPYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoANCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9ADQAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AMoMHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAgMCtgMcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAADIxMgDhARYFvAEFAAAAFAKgAXAHHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAAoMSkAYAB3AwADBQAAABQCAwLUABwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAdHR0Uf4D2we8AQUAAAAUAqABNAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQAABAAAAPABAQAMAAAAMgoAAAAAAwAAAHZ2ZwD+A7EHAAMFAAAAFAKgAdECHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAOwAAAoAeAM1Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABiYvcGAAMFAAAAFAIDAigFHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAGcAAAoAuAU1Bv7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAtALwBBQAAABQCoAGfARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbADtAAAKAJgENQb+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAPSstUb0EUgIAA/YAAAAmBg8A4QFBcHBzTUZDQwEAugEAALoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAIN2AA8AAwAbAAALAQAPAQIAg3QAAA8AAQEACg8BAgSGPQA9AgSEsgNiDwADABsAAAsBAA8BAgCIMgAADwABAQAKDwECAIN2AA8AAwAbAAALAQAPAQIAg3QAAgSGEiItAgCIMQAADwABAQAKDwECBIYrACsCAIIoAAIAiDEAAgSGEiItAgSEsgNiDwADABsAAAsBAA8BAgCIMgAADwABAQAKDwECAIIpAAIAg2cADwADAB0AAAsBAA8BAgCDdAAADwABAA8BAgCIMgAAAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAPZxBYoAAAAKAOQqZvbkKmb2cQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA)
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Then, correct the bias in the first and second moment estimates:
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Finally, update the parameters:
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### Summary

1. **Gradient Descent (GD): Uses the entire dataset to compute the gradient and update the weights. Can be slow for large datasets.**

**2. Stochastic Gradient Descent (SGD): Updates weights using the gradient from a single randomly chosen data point. Faster and more efficient than GD, but updates can be noisy.**

**3. Mini-Batch Gradient Descent**: A compromise between GD and SGD. Computes the gradient and updates weights based on a small random subset of data, leading to more stable updates than SGD.

4. **Momentum**: Accelerates SGD by adding a fraction of the past update vector to the current one, helping to dampen oscillations.

5. **Adagrad**: Adapts the learning rate for each parameter based on past gradients, performing larger updates for infrequent parameters and smaller ones for frequent parameters.

6. **RMSProp**: An extension of Adagrad that uses a moving average of squared gradients to normalize the gradient, making it well-suited for non-stationary objectives and problems with noisy or sparse gradients.

7. **Adam**: Combines RMSProp and Momentum by storing exponentially decaying averages of past gradients and squared gradients, making the method invariant to diagonal rescale of the gradients.

## Continual Learning and Test Production

### Continual Learning

**Continual Learning** (also known as Incremental Learning, Life-long Learning) is a method in which, input data is continuously used to extend the existing model's knowledge i.e. to further train the model. The aim of Continual Learning is for the learning model to adapt to new data without forgetting its existing knowledge.

Continual Learning (CL) is a blend of supervised unsupervised learning, frequently applied to data streams or big data such as stock trend prediction and user profiling, where new data becomes continuously available, or its size is out of system memory limits.

In contrast to traditional machine learning algorithms, which are trained on a fixed dataset and assume that the data distribution does not change, continual learning algorithms can continuously adapt and improve over time.
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This means the performance on task ![](data:image/x-wmf;base64,183GmgAAAAAAAGABQAIACQAAAAAxXQEACQAAA3IBAAACAJ0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8gAQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAdsAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFQAAAOdAAAAJgYPAC8BQXBwc01GQ0MBAAgBAAAIAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGgmyCciCWvpKpABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQAQAAAAAAAAAA8BAgCDVAAPAAMAGwAACwEADwECAINpAAAPAAEBAAAAcwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtABJxBYoAAAAKABUzZhIVM2YScQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA) has worsened after learning task ![](data:image/x-wmf;base64,183GmgAAAAAAAEACQAIACQAAAAARXgEACQAAA9sBAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAZwBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMby8AQUAAAAUAuMB2wAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///1jOTwMMB8R2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGkAvAEFAAAAFAKAASIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9Yzk8DDAfEdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABUGAADBQAAABQC4wEqARwAAAD7AiL/AAAAAAAAkAEAAAABAAIAEFN5bWJvbACXAAAKAADBowj+////WM5PAwwHxHZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAKwC8AaIAAAAmBg8AOgFBcHBzTUZDQwEAEwEAABMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQaCbIJyIJa+kqkAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINUAA8AAwAbAAALAQAPAQIAg2kAAgSGKwArAgCIMQAADwABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEgAIAAAAAACQAQAAAIABAgICU3lzdGVtAGlxBYoAAAAKAO8pZmnvKWZpcQWKADjYTwMEAAAALQEAAAQAAADwAQEAAwAAAAAA).

To mitigate catastrophic forgetting, techniques like **regularization** and **memory-augmented networks** are used. Regularization adds constraints to the learning process to prevent overfitting to new data. A common method is **Elastic Weight Consolidation** (EWC), which adds a regularization term to the loss function:
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Here,
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Another approach is to use **memory-augmented networks**, which store some data or representations from previous tasks and use them when learning new tasks. This can be seen as a replay mechanism, where the model continues to learn from the previous tasks while learning the new task.

CL is used in many applications, such as anomaly detection, personalization, and forecasting, where it's crucial to adapt to new data while retaining knowledge from past data.

1. Anomaly detection: Continual learning helps constantly monitor a system’s behavior to identify deviations or anomalies. This is particularly useful in sectors like finance, where transaction patterns evolve over time.

2. Personalization: Continual learning enables recommendation systems to adapt to a user’s preferences and behavior over time, providing more accurate and personalized recommendations.

3. Forecasting: In forecasting, continual learning algorithms train on a stream of data, updating their understanding and predictions as new data becomes available. This is beneficial in areas like financial or time-series data forecasting.

### Test Production

In Machine Learning, **Test Production** is the process of ensuring that a deployed model operates correctly in a production environment. Model testing and evaluation are similar to what we call diagnosis and screening in medicine.

Benefits of model testing includes:

1. **Detecting Model and Data Drift**: Spot changes in model predictions and data over time.

2. **Finding Anomalies in Dataset**: Identify unusual observations that could impact model performance.

3. **Checking Data and Model Integrity**: Ensure data is accurate and consistent, and the model works as expected.

4. **Detect Possible Root Cause for Model Failure**: Identify reasons for model performance degradation or failure.

5. **Eliminating Bugs and Errors**: Identify and fix issues in the data preprocessing steps, learning algorithm, or prediction pipeline.

6. **Reducing False Positives and False Negatives**: Minimize these errors in classification tasks through regular testing and tweaking of the model.

7. **Encouraging Retraining the Model Over a Certain Period of Time**: Determine optimal retraining frequency to maintain model performance.

8. **Creating a Production-Ready Model**: Ensure the model can handle real-world data and use cases, and perform reliably in a production environment.

9. **Ensuring Robustness of ML Model**: Test the model's performance on unseen data and under different conditions to ensure it's robust.

10. **Finding New Insights Within the Model**: Gain insights about important features, the model's decision-making process, and novel patterns in the data.

Key steps involved in testing production in machine learning are:

1. **Validating Input Data**: Check the input data for correct format, range, and consistency. Handle missing values appropriately.

2. **Monitoring Model Performance**: Keep track of the model’s performance metrics (like accuracy, precision, recall) and system-level metrics (like memory usage, latency).

3. **Detecting Model and Data Drift**: Monitor for changes in the data the model is processing in production compared to the data it was trained on. Adjust the model as necessary to maintain performance.

4. **Testing Integration Between Pipeline Components**: Ensure that the model works correctly as part of a larger system or pipeline.

5. **Model Retraining**: Periodically retrain the model with new data to prevent performance degradation.

6. **A/B Testing**: Test two versions of the model in production simultaneously to determine which one performs better.

7. **Testing Quality of Live Model on Served Data**: Verify that the model’s behavior is correct both before training (with pre-train tests) and after training (with post-train tests).
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