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## PHẠM VI VÀ MỤC TIÊU

Như chúng ta đã biết *giải thuật cổ điển* (classical algorithm) là cơ sở để xây dựng các hệ thống tính toán nói chung và phần mềm máy tính nói riêng [2, 3, 8]. Tính hiệu quả của các phần mềm máy tính phụ thuộc quyết định vào việc phát triển các giải thuật để tạo nên chúng. Các giải thuật càng tốt thì các phần mềm được xây dựng càng hiệu quả và khả năng đáp ứng nhu cầu thực tế càng cao. Chính vì vậy, lý thuyết thiết kế và phân tích giải thuật là một trong các lĩnh vực đã và đang được nghiên cứu mạnh mẽ, không chỉ để giải quyết các bài toán đang tồn tại mà còn đáp ứng nhu cầu giải các bài toán mới luôn luôn được đặt ra từ thực tiễn.

Theo tinh thần đó, đã có nhiều chiến lược thiết kế giải thuật kinh điển [3] được phát triển và ứng dụng như *chia để trị* (divide-and-conquer), *biến đổi để trị* (transform-and-conquer), *qui hoạch động* (dynamic programming), *tham ăn* (greedy), v.v. nhằm giảm độ phức tạp thời gian và nâng cao hiệu quả tính toán khi giải các bài toán. Tuy nhiên, có rất nhiều bài toán khó giải khi ứng dụng các kỹ thuật thiết kế giải thuật đã nêu ở trên [8]. Nói một cách khác, độ phức tạp giải thuật để giải các bài toán này là một hàm mũ theo kích thước của bài toán. Với độ phức tạp như vậy, những giải thuật này nói chung không sử dụng được trong thực tế, đặc biệt khi kích thước bài toán đủ lớn.

Một ví dụ điển hình cho lớp bài toán này là bài toán “tìm chu trình Hamilton ngắn nhất trong đồ thị có trọng số”. Cho đến nay khoa học máy tính chưa tìm thấy bất kỳ giải thuật nào tính toán đúng chu trình Hamilton ngắn nhất trong thời gian đa thức [2, 7]. Những bài toán không có giải thuật với thời gian chạy đa thức gọi là bài toán NP-Complete [8]. Có rất nhiều bài toán như vậy trong khoa học và thực tiễn cần phải giải quyết. Ví dụ, bài toán xác định tính *luôn đúng* (valid) của một *công thức logic* (well formed logic formula) là bài toán NP-Complete [8]. Một trong những phương pháp giải các bài toán NP-Complete là dùng các *giải thuật xấp xỉ* (approximation algorithm) để tìm lời giải gần đúng của bài toán với độ phức tạp đa thức [8]. Ví dụ có thể giải bài toán tìm chu trình Hamilton ngắn nhất bằng giải thuật xấp xỉ với độ phức tạp thời gian bậc hai theo số đỉnh của đồ thị.

Mặc dù giải thuật xấp xỉ là một công cụ tốt để giải các bài toán khó, nhưng chúng không thể là phương tiện để cải thiện (giảm) độ phức tạp các giải thuật đa thức đã có nhằm nâng cao hiệu quả tổng thể của các ứng dụng thực tế. Để khắc phục hạn chế của các giải thuật cổ điển nói chung và giải thuật xấp xỉ nói riêng, các *giải thuật ngẫu nhiên* (randomized algorithm) đã được nghiên cứu và phát triển [1, 2, 5, 6, 12], nhằm giảm độ phức tạp về thời gian giải toán, như một giải pháp thay thế.

Giải thuật ngẫu nhiên là giải thuật kết hợp dữ liệu ngẫu nhiên trong tiến trình thực thi các dòng lệnh của nó [1]. Hệ quả là trong các giải thuật ngẫu nhiên, các lệnh có thể được chọn ngẫu nhiên để thực hiện, dẫn đến tính *không đơn định* (nondeterministic) của giải thuật và do đó làm giảm độ phức tạp của nó. Chẳng hạn, chúng ta có thể giải bài toán xác định cặp điểm gần nhau nhất trong không gian hai chiều bằng giải thuật ngẫu nhiên tuyến tính O(*n*) [2] trong khi độ phức tạp giải thuật cổ điển tốt nhất để giải bài toán này là O(*n*log2 *n*) [3]. Hay chúng ta có thể giải bài toán tìm cây bao trùm nhỏ nhất của đồ thị có trọng số bằng giải thuật ngẫu nhiên với độ phức tạp O(*n*+*m*), trong đó *n* và *m* tương ứng là số đỉnh và cạnh của đồ thị. Với độ phức tạp O(*n*+*m*), rõ ràng giải thuật ngẫu nhiên hiệu quả hơn nhiều so với giải thuật cổ điển giải nó trong lý thuyết đồ thị mà ta đã biết [2].

Mặc dù hiệu quả hơn so với giải thuật cổ điển tương ứng và được nghiên cứu, áp dụng rộng rãi trên thế giới, nhưng trong nước nói chung và trong các trường đại học Việt Nam nói riêng, các giải thuật ngẫu nhiên lại chưa được quan tâm nhiều. Đó cũng là động lực để chúng tôi thực hiện đề tài khóa luận tốt nghiệp “*nghiên cứu và ứng dụng các giải thuật ngẫu nhiên*” như một đóng góp nhằm làm sáng tỏ hơn tính chất, khả năng của giải thuật ngẫu nhiên cũng như cách thức thiết kế, tính toán độ phức tạp, hiện thực các giải thuật ngẫu nhiên nhằm áp dụng chúng vào các bài toán cụ thể.

Để thực hiện mục tiêu này, chúng tôi đã nghiên cứu khái niệm, các đặc trưng cơ bản và cách thức phân loại của các giải thuật ngẫu nhiên. Có hai loại giải thuật ngẫu nhiên [5, 6], loại thứ nhất luôn luôn cho lời giải đúng nhưng độ phức tạp thay đổi với một xác suất nhỏ, loại thứ hai có thể sai với một xác suất đủ nhỏ nhưng độ phức tạp luôn luôn xác định. Chúng tôi xem xét, nghiên cứu cách tiếp cận, phương pháp để thiết kế các giải thuật ngẫu nhiên. Cuối cùng, chúng tôi ứng dụng giải thuật ngẫu nhiên để giải một số bài toán cụ thể (bao gồm cả giải thuật và hiện thực chương trình máy tính) như sắp xếp, kiểm tra số nguyên tố, kiểm tra phép nhân ma trận, tìm cặp điểm gần nhau nhất, tìm cây bao trùm nhỏ nhất.

## NHỮNG ĐÓNG GÓP CHÍNH CỦA KHÓA LUẬN

Dưới đây là những đóng góp chính của khóa luận đối với lĩnh vực thiết kế, phân tích và hiện thực ứng dụng giải thuật.

1. Nghiên cứu và phân loại các giải thuật ngẫu nhiên.
2. Nghiên cứu và giới thiệu các giải thuật ngẫu nhiên (mã giả và tính độ phức tạp) để giải các bài toán sắp xếp (Quicksort), kiểm tra phép nhân ma trận, kiểm tra số nguyên tố, tìm cặp điểm gần nhau nhất và tìm cây bao trùm nhỏ nhất.
3. Hiện thực một số giải thuật ngẫu nhiên một cách hiệu quả như một hệ thống để giải các bài toán đã nêu trong điểm 2.

## CẤU TRÚC KHÓA LUẬN

Khóa luận bao gồm 6 chương. Chương 1 trình bày phạm vi, mục tiêu và ý nghĩa về lý thuyết cũng như ứng dụng của đề tài khóa luận, giới thiệu cấu trúc trong khóa luận. Mỗi chương tiếp theo, từ Chương 2 đến Chương 5 có một phần giới thiệu và một phần kết luận.

Chương 2 giới thiệu tổng quan về giải thuật. Đây là những vấn đề cơ bản, cốt lõi của lý thuyết giải thuật cổ điển như khái niệm giải thuật, đặc trưng cơ bản, các phương pháp thiết kế giải thuật và các kỹ thuật tính toán độ phức tạp giải thuật.

Chương 3 trình bày giải thuật ngẫu nhiên. Đó là các vấn đề liên quan đến khái niệm, tính chất, cách phân loại giải thuật ngẫu nhiên và các lĩnh vực ứng dụng giải thuật ngẫu nhiên.

Chương 4 trình bày một số ứng dụng giải thuật ngẫu nhiên để giải một số bài toán cụ thể như sắp xếp, kiểm tra số nguyên tố, kiểm tra phép nhân ma trận, tìm cặp điểm gần nhau nhất, tìm cây bao trùm nhỏ nhất.

Chương 5 giới thiệu quá trình hiện thực các giải thuật ngẫu nhiên để giải các bài toán đã nêu trong Chương 4 (bao gồm cả đồ thị biểu diễn độ phức tạp và thời gian thực sự trên máy tính).

Chương 6 là phần tổng kết và đề nghị các hướng nghiên cứu trong tương lai liên quan đến các vấn đề của khóa luận.

## KẾT QUẢ ĐẠT ĐƯỢC

Phát triển các hệ thống tính toán lớn và hiệu quả luôn luôn là đòi hỏi cấp thiết của khoa học và thực tiễn, vì vậy việc nghiên cứu, xây dựng các giải thuật có chi phí thời gian nhỏ nói chung và giải thuật ngẫu nhiên nói riêng vẫn được tiếp tục nghiên cứu. Các vấn đề đã giải quyết và trình bày trong khóa luận này là một đóng góp trong lĩnh vực nghiên cứu và ứng dụng giải thuật ngẫu nhiên. Các kết quả đạt được trong khóa luận càng có ý nghĩa hơn khi việc nghiên cứu, phổ biến lý thuyết và ứng dụng giải thuật ngẫu nhiên tại Việt Nam còn rất hạn chế. Kết quả đạt được của khóa luận có thể được tóm lược như sau:

1. Hệ thống hóa các vấn đề liên quan đến giải thuật cổ điển như khái niệm, tính chất, ngôn ngữ biểu diễn, các phương pháp thiết kế và các kỹ thuật tính toán độ phức tạp của giải thuật.
2. Cung cấp một cách có chọn lọc, hệ thống các công cụ về toán học nói chung và lý thuyết xác suất nói riêng hỗ trợ cho việc tính toán độ phức tạp giải thuật nói chung và giải thuật ngẫu nhiên nói riêng.
3. Phát biểu và trình bày có hệ thống về khái niệm, tính chất, sự phân loại và khả năng ứng dụng của giải thuật ngẫu nhiên.
4. Đề xuất các giải thuật ngẫu nhiên hiệu quả để giải một số bài toán ứng dụng như sắp xếp dãy số, xác định số nguyên tố, kiểm tra phép nhân ma trận, tìm cặp điểm gần nhau nhất và tìm cây bao trùm nhỏ nhất.
5. Cuối cùng, hiện thực thành công các giải thuật ngẫu nhiên bằng một chương trình máy tính để giải các bài toán ứng dụng trong thực tế.

## ĐỀ NGHỊ

Từ các nghiên cứu liên quan đã được đề cập và từ các kết quả của khóa luận này, chúng tôi đề nghị một số vấn đề và hướng nghiên cứu tiếp theo như sau:

1. Khóa luận là một nghiên cứu về giải thuật ngẫu nhiên, vì vậy việc trình bày các ứng dụng chưa đi sâu vào một lĩnh vực cụ thể. Do đó đề nghị đầu tiên là thực hiện một nghiên cứu để xây dựng các giải thuật ngẫu nhiên cho phép giải các bài toán trong một lĩnh vực chuyên sâu cụ thể như lý thuyết số, lý thuyết đồ thị, v.v.
2. Như đã trình bày ở trên, một giải thuật ngẫu nhiên Monte Carlo là giải thuật có thời chạy luôn luôn cố định nhưng chỉ thành công với một xác suất nào đó. Nghĩa là giải thuật ngẫu nhiên Monte Carlo có thể trả lời sai với một xác suất nhỏ nào đó. Vì vậy một đề nghị tiếp theo là nghiên cứu để chuyển một giải thuật ngẫu nhiên loại Monte Carlo thành giải thuật ngẫu nhiên Las Vegas (loại giải thuật ngẫu nhiên luôn cho kết quả đúng).
3. Hiện thực chương trình ứng dụng như một hệ thống tiện lợi, thân thiện và chuyên nghiệp hơn nhằm tích hợp thêm các ứng dụng để giải các bài toán khác.
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