摘要

动态随机测试(DRT)策略利用软件的控制理论改进了传统的随机测试策略。DRT策略的主要思想是在测试期间利用历史的测试信息动态的改变测试剖面，使得具有较高故障检测能力的分区更有可能被选到。但是DRT策略没有考虑每次根据测试结果调整概率的幅度应该是不同的，并且每一个分区被选择的概率容易受其它分区测试结果的影响，这将导致具有较高故障检测能力的分区不容易突显出来。该策略的测试效率还受到分区数目以及初始测试剖面的影响。这篇文章提出两种测试策略命名为MDRT、RDRT策略。MDRT策略利用Markov状态转移矩阵，将分区当成状态，使得某一个分区被选择的概率只跟该分区内的测试用例的执行情况有关并且概率的调整幅度由当前分区的被选择概率决定。RDRT策略利用奖励惩罚的思想改善DRT策略在输入域失效率低时测试效率不高的情况。通过实验探究初始剖面以及分区数目对DRT策略的影响。数据表明当分区数目较多，初始概率分布为均等分布时，DRT、MDRT、RDRT策略具有较高的故障检测效率，并且MDRT、RDRT策略的测试效率比随机测试、随机分区测试以及动态随机测试的效率高。

# 1背景介绍

随机测试[1]以及分区测试[2,3,4]是两个非常著名的测试策略。在传统的随机测试中，按照一致或者不一致的概率分布从软件输入域中选择测试用例并执行。分区测试涉及到一簇的测试技术：状态测试、数据流测试、分枝测试、变异测试等，任何的一个输入域的子域，都需要从中挑选至少一个测试用例。

Cai[5,6]等人将随机测试与分区测试结合，提出了随机分区测试策略。该策略假设待测软件的输入域被分为个子分区。随机分区测试策略首先根据测试剖面选择一个分区。然后在中随机地选择一个测试用例执行。在整个的测试过程中测试剖面的大小不变。

在随机分区测试策略中，一个分区对应的选择概率在整个的测试过程中是不变的，这一点可能不总是好的。因为引起故障的输入在输入域中趋向于聚簇在连续的区域[7-9]，也就是说存在一些分区更可能揭示软件中的故障。Cai 等人依据这一想法，利用软件的控制理论[10]提出了动态随机测试策略（DRT）[11]以改进传统的随机测试与随机分区测试策略。软件的控制理论探索软件工程理论与控制理论相互作用的关系，被用来解决软件工程中的问题。DRT策略的主要特点是在测试的过程中根据每一次测试用例的执行结果动态改变测试剖面：假设存在一个分区，若该分区中的一个测试用例揭示了软件中的故障，那么认为该分区具有较高的故障检测能力，因此增大该分区被选择的概率，即。如果这个测试用例没有检测出故障，减小该分区被选择的概率，即。

但是该策略仍然存在一些不足：

1. **找到高故障检测能力的分区的速度慢。**由于在测试过程中参数的取值很小，引起故障的输入所在的分区增加的概率幅度不明显，因此具有更高检测能力的分区很难在短时间内突显出来。特别是软件输入域的失效率很小的情况下，大多数的输入不能引起软件中的故障，因此能够造成故障的输入所在的分区难以保持较高的被选择概率。
2. **不同分区的测试结果相互影响。**某个分区被选择的概率受其它分区测试结果的影响,使得该分区被选择的概率无法准确地反映该分区真正的故障检测能力。将软件的输入域按照一定的方式划分为若干分区之后，每个分区的故障检测能力是独立的。但是在传统的DRT算法中每个分区的故障检测能力，随着其它分区的测试用例检测结果发生改变。
3. **每次调整概率的幅度相同。**直觉上，每次调整分区的概率幅度应当根据当前分区的概率大小，而不应该是一致的：如果当前分区被选择的概率比较大说明该分区在理论上具有更高的故障检测能力，但是并不能保证该分区的每一个测试用例都能揭示软件的故障，因此该分区的测试用例没有揭示故障时的调整幅度应当比被选择的概率较小分区没有检测出故障时的调整幅度要小。
4. **分区数目对测试策略有影响。**在黑盒测试中，同一个项目的不同分区策略以及同一个项目的相同分区策略，分区的数目也可能不同，不同数目的分区导致算法的检测效率发生改变。
5. **初始剖面对测试策略有影响。**一般情况下，初始测试剖面中，即初始条件下每一个分区被选择的概率是均等的。当软件的输入域失效率高时，即存在很多测试用例能够造成软件故障，此时每一个子分区的故障检测能力可能相差不大。但是当软件的输入域失效率很低时，即只有很少的测试用例能够揭示故障中的故障，此时子分区之间的故障检测能力很有可能相差很大，甚至一些分区不具备故障检测能力。因此本文提出一种根据子分区测试用例数目占全部测试用例的百分比作为初始剖面的概率分布，比较两种情况下，哪一种初始概率分布具有较高的故障检测率。

因此，加速找到具有高故障检测率的分区是一个很自然的想法弥补DRT策略在1方面存在的不足。本文通过为每一个分区绑定奖励因子与惩罚因子，并根据测试对象本身信息设定惩罚上限，如果某一个分区中的测试用例揭示了软件中的故障，那么该分区的奖励因子自增，惩罚因子设置为0并且下次依然在该分区中随机选择测试用例直到没有揭示软件中的故障，然后根据奖励因子确定该分区被选择概率的增长幅度。当某一个分区中的测试用例没有揭示软件中的故障时，该分区绑定的惩罚因子自增，然后调整测试剖面选择下一个分区。如果某一个分区的惩罚因子大于或者等于惩罚上限，意味着该分区具有很小的故障检测率，甚至不具备故障检测能力，因此将该分区被选择的概率记为0。将这种测试策略命名为RDRT。

为了弥补2、3方面的不足，本文用Markov链的状态转移矩阵思想，将分区作为状态，选择测试用例并执行当作在该状态下的行动，那么根据在某一个状态下测试用例执行情况调整转移到其它状态的概率。由此某一个分区被选择的概率只受该分区内测试用例执行结果的影响，不受其它分区测试用例执行结果的影响。并且在设计根据测试用例的执行结果调整分区被选择的概率时，本文对具体算法进行改进使得被选择概率大的分区没有揭示软件中的故障时概率调整幅度小，揭示故障时概率调整幅度大；被选择概率小的分区没有揭示软件中的故障时概率调整的幅度大，揭示故障时概率调整的幅度小。将这种测试策略命名为MDRT策略。

针对问题4本文根据五个程序的规格说明运用等价类划分法得到一种分区方式，然后将某一个分区再进行更细粒度的划分，得到分区数目更多的另一种分区方式。根据实验结果对比不同分区数目对各个测试策略的影响。

针对问题5本文采取均等的概率分布和不均等的概率分布作为初始剖面。不均等的初始概率分布的设置方式是根据每一个分区内的测试用例数目占输入域所有测试用例总数的百分比作为初始条件下某一分区被选择的概率。

本文通过实验发现在较多分区数目以及初始剖面为均等的概率分布时，MDRT、RDRT策略的测试效率比DRT、RPT、RT策略的效率高。

文章接下里的组织方式是：第二部分展示了相关工作。第三部分介绍了MDRT策略、RDRT策略。第四部分展示了实验设置以及实验结果。数据分析和讨论在第五部分展示。第六部分展示了实验结论以及将来的工作。

# 2相关工作

很多的工作对随机测试与分区测试做了研究。Myers[12]认为：“随机测试是所有测试策略中效率最低的”。然而Duran[13]认为：“随机测试在很多程序中表现良好并且有时候可以用较小的代价揭示相对难发现的缺陷”。Weyuker[14]经过研究之后发现：分区测试可能是一个卓越的测试策略也可能是一个低效率的测试策略，分区测试的效率很大程度上取决于如何将产生错误输出的输入集中在某个或者某些分区中。Hamlet[3]认为成功的分区测试不能激发测试人员对软件质量的信心。Chen[4]认为当存在较高失效率的分区时，分区测试具有较高的检测能力。[Gutjahr](http://xueshu.baidu.com/s?wd=author%3A%28Gutjahr%2C%20W.J%29%20Dept.%20of%20Stat.%20Oper.%20Res.%20%26%20Comput.%20Sci.%2C%20Wien%20Univ.%2C%20Austria&tn=SE_baiduxueshu_c1gjeupa&ie=utf-8&sc_f_para=sc_hilight%3Dperson)[2]认为在不确定条件下，分区测试比随机测试效率更高。

Cai结合了随机测试和分区测试的特点提出了分区随机测试（RPT）策略。RPT策略首先根据测试剖面选择分区，然后在中随机选择测试用例。Cai[10]利用软件控制理论提出了适应性测试策略(AT)，该策略的测试效率相对于随机测试、分区测试有很高的改进[5,10]。但是AT策略在实际中需要消耗大量的时间。为了解决这一问题Cai提出了动态随机测试策略(DRT）。在DRT策略中，测试剖面根据测试的反馈信息动态地改变。

Lv在[15]中假设软件输入域的失效率已知、各个分区的失效率已知、测试过程中各个分区失效率保持不变以及测试用例执行之后放回原来的分区之中，通过理论分析的方式得到了的最佳取值范围。然而实际中很难知道输入域的失效率以及各个分区的失效率大小。Yang在[16]中通过在实验的过程中统计每一个分区的成功检测率，然后调整的取值，在软件的输入域失效率比较大的情况下，效果比较好。

# 3基于Markov链的动态随机测试和基于奖惩机制的动态随机测试

这个章节，先介绍动态随机测试(DRT)策略，然后介绍Markov基本理论，接着介绍基于Markov链的动态随机测试(MDRT)策略，最后介绍基于奖惩机制的动态随机测试(RDRT)策略。

3.1 DRT策略

Cai最先在[8]中提出了动态随机测试，这里将完整的算法策略展示如下。

将待测软件的输入域划分为个不相交的分区：，每一个分区中有个测试用例。

初始化参数，并且。

根据每一个分区所对应的概率随机选取一个分区,在这里。

随机地从中挑选一个测试用例。

如果测试用例揭示了软件中的故障，就增大测试用例所在分区被选择的概率，同时减小其它分区被选择的概率，并把缺陷移除。
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如果测试用例没有找到缺陷，就减少被选中的概率，同时增大其它分区被选中的概率。

![](data:image/x-wmf;base64,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)

检查停止条件，如果不满足，则跳转执行步骤3，如果满足则停止测试。

3.2 Markov链理论概述

Markov随机过程称为Markov链，具备“无后效应”，即要确定过程将来的状态，知道它此刻的情况就够了，并不需要对它以往状况的认识。对于有限个或可列个值，以来标记并称它们为过程的状态，对于任意的![](data:image/x-wmf;base64,183GmgAAAAAAAIADwAHrCAAAAAC6XQEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A9OMYADiXiHWAAYx1ZxBmjQQAAAAtAQAACAAAADIKYAF0AgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1XxAK10jGaQD04xgAOJeIdYABjHVnEGaNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABTgEBAAAAs3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A9OMYADiXiHWAAYx1ZxBmjQQAAAAtAQAABAAAAPABAQAIAAAAMgpgAToAAQAAAG55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AjWcQZo0AAAoAOACKAQAAAAABAAAA4OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)及状态有：。可见，一旦Markov链的初始分布给定，其统计特性完全由条件概率决定。

假设状态空间。

定义1（转移概率）：条件概率为Markov链的一步转移概率，简称转移概率。

定义2（时齐Markov链）：当Markov链的转移概率只与状态有关，而与无关时，称Markov链为时齐的，并记为。

由定义2知道我们可以将排成一个矩阵的形式，令

![](data:image/x-wmf;base64,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)

则称为转移矩阵。

转移矩阵P具有如下性质：
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3.3 MDRT策略

MDRT策略合了传统随机算法与分区算法的特点，并引入软件的控制理论。假设软件的输入域有个测试用例，被划分到个不相交的分区中并且每一个分区有个测试用例，。如果将每个时间点测试用例所在的分区作为时刻t测试系统所处的状态，则整个状态空间为。根据在状态下测试用例的执行结果可以计算调整到状态的转移概率。如果状态下检测出软件中存在缺陷，那么就增大下一时刻转移到的概率，同时减小转移到其它状态的概率；反之，如果在状态下没有检测出软件中存在缺陷那么就减少下一步转移到状态的概率，同时增大转移到其它状态的概率。另外，根据当前状态下测试用例的执行结果每次增大或者减少的转移概率的幅度应该是不同的。一般情况下，一方面即便某一个分区具有较强的检测出软件存在故障的能力，也不可能每一次在该分区中选择测试用例都会检测出故障。另一方面如果某一个分区被选择的概率比较大说明在以往的测试过程中较多的检测出了软件中的缺陷或者理论上有较大的可能揭示软件中的故障。因此在测试过程中增大或者减少某一分区被选择的概率幅度时应当与该分区当前被选择概率有关：如果当前分区被选择的概率较大，那么增大该分区被选择的概率幅度就越大，减小该分区被选择的幅度就越小。整个过程的状态转移可以用转移矩阵表示。在整个软件测试过程中，将每一个时间点选取测试用例并执行作为一次决策行动，则行动全体组成整个行动空间，并且每个时间点的状态和所采取的行动都会影响到下一个时间点的状态。因此，整个测试过程形成一个Markov决策过程。

开始时刻初始化测试剖面，则初始转移矩阵其中。

MDRT测试策略可以分为如下步骤：

步骤1：根据当前分区到其它分区所对应的转移概率随机选取一个分区(第一次根据测试剖面选择分区)，在这里。转步骤2。

步骤2：等概率随机地从分区中选取一个测试用例TC,转步骤3。

步骤3：执行选中的测试用例TC：

如果测试用例TC揭示了软件中的故障，就增大测试用例TC所在状态转移到本身的概率，同时减小转移到其它状态的概率，并把缺陷移除：

如果测试用例TC没有找到缺陷，就减少测试用例TC所在状态转移到本身的概率，同时增大转移到其它状态的概率：

更新转移矩阵：

步骤4：检查测试停止条件，如果不满足则转步骤1；如果满足则停止测试。

3.4 RDRT策略

在软件中不存在难检测的故障时，Yang在[16]中提出的A-DRT策略的测试效率比传统的DRT策略有明显的提高；但是软件存在难检测的故障时，效果不理想。当软件的失效率高时，软件内的缺陷很多测试策略都能用较小的代价揭示出来。但是当软件的失效率低时，不同检测策略的效率差别很大。在以往的测试活动中发现，当失效率很低时DRT策略的测试效率相对于RT策略没有提高或者提高不明显。直觉地，引起故障的输入在输入域中趋向于聚簇在连续的区域，即存在一个或者少数分区具有较高的检测能力。因此在软件输入域的失效率较低时，往往一些分区内不具备揭示软件中缺陷的能力或者具备较小的检测能力。另一方面由于每次调整概率的幅度很小，并且某一个分区被选择的概率易受到其它分区的测试结果的影响，使得那些不具备或者具备很小的检测能力的分区仍然被不断的选择，最终具有较高检测能力的分区不容易在短时间内突显出来.因此DRT策略在软件输入域的失效率低时，测试效率不高。为了缓解这一问题，本文提出了基于奖惩机制的动态随机测试策略(RDRT)，该策略旨在加速测试的过程：如果分区内的测试用例揭示了软件中的缺陷，下一次仍在该分区内选择测试用例并且该分区绑定的奖励因子自增一次，对应的惩罚因子清0，直到该分区中的测试用例没有检测出软件中的缺陷，奖励因子清0，惩罚因子+1。奖励因子越大该分区对应的概率增加的越多。相反地，如果存在这样一个分区：累计n次选中该分区，但是该分区中的测试用例均没有揭示出软件中存在缺陷，那么就认为该分区具有较低的检测能力，甚至不具备检测能力，让该分区对应的选择概率为0。

假定软件测试的输入域中的测试用例划分到m个不相交的分区中，输入域中共有个测试用例，用来表示这m个分区，每一个分区有 个测试用例。初始每个分区的奖励因子，惩罚因子，惩罚上限。

步骤1：根据当前各个分区所对应的概率选取分区,其中。

步骤2：等概率随机地从分区中选取一个测试用例TC。

步骤3：执行选中的测试用例TC。如果测试用例TC揭示了软件中的故障转步骤4，反之转步骤5。

步骤4：分区的奖励因子，惩罚因子，并移除缺陷。转步骤2。

步骤5：分区的惩罚因子。如果就增大测试用例TC所在分区对应的概率，同时减小其它分区被选择的概率：

如果，就减少该分区对应的概率，同时增大其它分区对应的概率，如果该分区的惩罚因子则该分区对应的概率：

步骤6：检查测试停止条件，如果不满足则转步骤1；如果满足则停止测试。

3.5 Remarks

[10]中的实验可以看出增大的值可以提高DRT策略的效率，因此让，并且K值为0.8时DRT策略具有更高的故障检测效率。保守地， 被设置一个相当小的数，本实验中、是根据真实的故障检测率确定的大小。每一个实验对象，DRT策略和RDRT策略的参数大小相同。所有的实验对象MDRT策略的参数均设置为。

RDRT策略的惩罚上限根据具体实验对象的不同设置的具体值也可能不同。在grep实验中，由于测试用例的数目比较多并且本实验中的故障较难检测因此惩罚上限设置为50。基于相似地考虑gzip实验的惩罚上限为30；flex实验的惩罚上限为10；bash实验的惩罚上限为50；make实验的惩罚上限为10。

初始的测试剖面应该有测试工程师根据以往的测试经验设定。本文采取两种方式设定初始测试剖面。第一种方式为；第二种设置方式为，表示分区内的测试用例数目，表示SUT输入域的测试用例总数。这两种分区方式应用于RPT、DRT、MDRT、RDRT四种测试策略中。

在MDRT策略中通过将当前测试用例所在的分区当成此时所处的状态，根据该测试用例的执行结果计算调整到下一个状态的转移概率。通过转移矩阵使得某一个分区的故障检测能力仅由该分区内的测试用力执行情况决定，不受其它分区测试结果的影响，从而加速了找到具有高故障检测能力分区的进程。通过步骤3使得每一次根据某一分区内的测试用例执行情况调整分区概率的幅度由当前分区被选择的概率大小决定：如果当前分区被选择的概率大，增加的幅度就比较大，减少的幅度就比较小；如果当前分区被选择的概率小，增加的幅度相对较小，增加的幅度相对较大。

# 4实验设置

4.1 实验对象

为了避免测试策略在特定的程序中具有更高的故障检测能力，本文在Software artifact Infrastructure Repository(SIR)网站下载了五个真实的程序，每一个程序附带测试用例集以及故障。为了模拟实际的软件测试，本文选取的程序代码行数均大于5K。

在SIR网站中，每一个程序都有不同的版本以及对应的测试用例集和故障。例如bash程

序有6个可测的版本，本文将V1作为SUT。实验对象的基础信息展示在表1。

4.2 测试用例和分区

TSL[17]是用来书写测试规格说明书的语言。基于测试规格说明书中的信息产生大量的测试帧。为每一个测试帧中的choice指定一个具体的值，可以得到一个具体的测试用例。根据等价类划分策略将规格说明书中规定的相同处理方式组成一个分区，这样得到一种分区方式。然后根据已经得到分区方式，将该方式下的

表1 实验对象信息

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 源程序 | 代码行数 | 测试版本 | 测试用例数目 | 故障数目 | 测试的故障数目 | 分区数目 |
| bash | 59846 | V1 | 1061 | 6 | 6 | 5，4 |
| flex | 10459 | V1 | 567 | 19 | 3 | 6，3 |
| grep | 10068 | V1 | 809 | 19 | 5 | 5，4 |
| gzip | 5680 | V1 | 217 | 16 | 5 | 4，3 |
| make | 35545 | V1 | 793 | 19 | 2 | 5，3 |

某一分区进行更细力度地划分得到分区数目更多地分区方式。每一个实验具体的分区数目展示在表1的最后一列。

4.3 测试的故障选择

对于每一个实验对象，本实验先用随机测试策略对每一个故障进行测试，重复50遍得到每一个故障被检测到时用的测试用例数目的平均值。比较每一个故障用到的测试用例数目然后取相对难杀死的故障(检测到该故障用到的测试用例数目较多)，每一个实验对象测试的故障数目展示在表1的倒数第二列。

4.4 测试策略

本实验检测了五个策略：传统的随机测试策略(RT)，随机分区测试策略(RPT)，动态随机测试策略(DRT)，以及本文提到的基于Markov链的动态随机测试策略(MDRT)和基于奖惩机制的动态随机测试策略(RDRT)。在测试过程中，如果一个故障被检测到就立即移除该故障。测试的停止条件为所有的故障都被揭示和移除。

4.5 指定随机数种子

计算机产生的随机数是伪随机,如果不指定随机数种子，它将以当前时间为种子随机产生随机数。如果这样做一方面导致实验不可重复，另一方面也使得不同测试策略的差异是随机数产生的还是策略本身产生的无法确定。因此对于同一个实验对象的某一次实验不同测试策略的随机数种子相同。

4.6 度量方法

为了反映五个测试策略的故障检测效率，在实验中运用了3个度量标准：

1. ，揭示第一个故障需要的测试用例数目。的均值用表示
2. ，揭示第一个故障之后到揭示第二个故障需要的测试用例数目。的均值用表示。
3. ，揭示软件中所有的故障需要的测试用例数目。的均值用表示

接下来的章节展示了不同实验的各个度量标准的值。本文没有考虑执行每一个测试用例花费的代价，假设同一个实验中，每一个测试用例花费的代价是相同的。在这种情况下，三种度量标准可以用来比较不同测试策略检测故障的效率。

4.7 实验结果

表2(a)，(b)，(c)分别展示了在度量标准下，RT策略的测试结果以及RPT、DRT、MDRT、RDRT策略的相对于RT策略的提升率。

# 5数据分析和讨论

5.1 数据分析

1. 除了make实验对象，DRT、MDRT、RDRT在其它测试对象上几乎所有的测试结果显示数目较多的分区方式比数目较少的分区方式具有更高的故障检测效率。由于make实验能够检测出软件故障的测试用例集中在一个分区之中，因此分区数目少时有更高的概率选中该分区。
2. 通过比较不同的测试策略相对于RT策略的提升率，几乎所有的测试结果表明：DRT、MDRT、RDRT策略在均等的初始概率分布下，具有更高的故障检测效率。make实验中能够检测出故障的测试用例所在的分区具有较少的测试用例，即该分区在不均等的初始概率分布下被选中的概率很小，因此DRT、MDRT、RDRT策略在均等的初始概率分布下的测试效率比不均等的初始概率分布的测试效率高的多。从make实验的度量标准分析，RDRT策略在不均等的初始概率分布下，比其它策略的测试效率都高。这一现象说明当初始剖面的设置与分区的故障检测能力相差较大时，RDRT策略能够更加迅速地找到故障检测能力强的分区。
3. 除了flex的每一个实验对象在均等的初始概率分布以及分区数目较多的情况下，几乎所有的测试结果表明：MDRT、RDRT策略揭示第一个和

表2 实验结果(a)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 实验项目 | 分区数目及初始概率分布 | | RT | RPT | DRT | MDRT | RDRT |
| bash | 4个分区初始概率分布 | 均等 | 36.15 | -24.48% | -96.13% | -82.85% | -16.60% |
| 不均等 | 36.15 | -45.37% | -20.19% | -18.12% | -32.50% |
| 5个分区初始概率分布 | 均等 | 36.15 | 26.28% | 30.43% | 35.41% | 36.38% |
| 不均等 | 36.15 | -29.60% | 7.19% | -62.10% | -56.02% |
| flex | 3个分区初始概率分布 | 均等 | 3.75 | -110.67% | -109.33% | -104.00% | -77.33% |
| 不均等 | 3.75 | -13.33% | -69.33% | -9.33% | -10.67% |
| 6个分区初始概率分布 | 均等 | 3.75 | -37.33% | -12.00% | -33.33% | -41.33% |
| 不均等 | 3.75 | -6.67% | 4.00% | 4.00% | -10.67% |
| grep | 4个分区初始概率分布 | 均等 | 97.95 | 12.05% | 14.50% | 32.01% | 36.50% |
| 不均等 | 97.95 | -35.78% | 22.26% | 27.41% | 20.62% |
| 5个分区初始概率分布 | 均等 | 97.95 | 45.74% | 34.05% | 38.74% | 53.34% |
| 不均等 | 97.95 | 48.65% | 23.99% | 18.12% | 36.24% |
| gzip | 3个分区初始概率分布 | 均等 | 38.65 | -8.67% | -6.47% | -4.79% | -1.42% |
| 不均等 | 38.65 | -8.15% | 8.54% | -3.36% | 34.54% |
| 4个分区初始概率分布 | 均等 | 38.65 | 57.31% | 60.80% | 65.46% | 72.32% |
| 不均等 | 38.65 | 8.15% | 41.53% | 23.54% | 50.84% |
| make | 3个分区初始概率分布 | 均等 | 90.80 | 89.92% | 90.31% | 90.86% | 90.86% |
| 不均等 | 90.80 | -21.04% | 1.76% | 36.56% | 75.83% |
| 5个分区初始概率分布 | 均等 | 90.80 | 81.50% | 81.94% | 85.68% | 85.19% |
| 不均等 | 90.80 | -22.41% | -11.56% | 41.30% | 65.25% |

表2 实验结果(b)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 实验项目 | 分区数目及初始概率分布 | | RT | RPT | DRT | MDRT | RDRT |
| bash | 4个分区初始概率分布 | 均等 | 60.35 | -93.29% | 0.66% | -39.93% | -44.16% |
| 不均等 | 60.35 | -33.89% | -14.17% | -45.40% | 5.72% |
| 5个分区初始概率分布 | 均等 | 60.35 | -19.97% | -28.83% | 17.56% | 1.99% |
| 不均等 | 60.35 | -44.74% | -37.20% | -5.39% | 54.85% |
| flex | 3个分区初始概率分布 | 均等 | 4.00 | -111.25% | -103.75% | -93.75% | -65.00% |
| 不均等 | 4.00 | -16.25% | -83.75% | -2.50% | -75.00% |
| 6个分区初始概率分布 | 均等 | 4.00 | -120.00% | -45.00% | -43.75% | -33.75% |
| 不均等 | 4.00 | -25.00% | -20.00% | -1.25% | -17.50% |
| grep | 4个分区初始概率分布 | 均等 | 132.50 | 17.47% | 28.04% | 32.75% | 42.72% |
| 不均等 | 132.50 | -10.45% | -5.92% | -47.25% | 40.04% |
| 5个分区初始概率分布 | 均等 | 132.50 | 41.21% | 46.08% | 47.81% | 53.09% |
| 不均等 | 132.50 | 44.60% | -38.38% | 11.02% | 33.74% |
| gzip | 3个分区初始概率分布 | 均等 | 86.15 | -73.24% | -130.59% | -108.13% | -34.30% |
| 不均等 | 86.15 | 24.26% | -9.00% | 2.79% | 5.05% |
| 4个分区初始概率分布 | 均等 | 86.15 | 69.41% | 64.94% | 78.87% | 73.88% |
| 不均等 | 86.15 | 7.72% | 71.62% | 69.53% | 72.72% |

表2 实验结果(c)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 实验项目 | 分区数目及初始概率分布 | RT | RPT | DRT | MDRT | RDRT |
| bash | 4个分区均等初始概率分布 | 1582.95 | -19.76% | -9.56% | 2.35% | 10.67% |
| 4个分区不均等初始概率分布 | 1582.95 | 0.17% | 2.07% | 5.04% | 8.27% |
| 5个分区均等初始概率分布 | 1582.95 | 3.96% | 8.39% | 10.81% | 12.06% |
| 5个分区不均等初始概率分布 | 1582.95 | 23.44% | 21.87% | 26.79% | 31.64% |
| flex | 3个分区均等初始概率分布 | 26.65 | -3.38% | -18.57% | -6.00% | -16.51% |
| 3个分区不均等初始概率分布 | 26.65 | -0.38% | -20.08% | 18.20% | 13.13% |
| 6个分区均等初始概率分布 | 26.65 | 12.95% | -12.76% | 1.31% | 24.77% |
| 6个分区不均等初始概率分布 | 26.65 | -14.45% | -23.83% | 21.76% | 15.95% |
| grep | 4个分区均等初始概率分布 | 1486.95 | -67.03% | -28.20% | -12.82% | -3.28% |
| 4个分区不均等初始概率分布 | 1486.95 | 11.43% | -24.37% | -8.81% | -24.32% |
| 5个分区均等初始概率分布 | 1486.95 | -58.00% | -57.36% | -29.11% | -52.43% |
| 5个分区不均等初始概率分布 | 1486.95 | -48.21% | -71.04% | -35.34% | -60.66% |
| gzip | 3个分区均等初始概率分布 | 332.15 | -66.88% | -66.28% | -39.88% | -65.24% |
| 3个分区不均等初始概率分布 | 332.15 | -0.41% | -25.55% | -20.40% | -21.80% |
| 4个分区均等初始概率分布 | 332.15 | 65.87% | 65.08% | 73.34% | 78.19% |
| 4个分区不均等初始概率分布 | 332.15 | 8.35% | 69.02% | 73.16% | 73.91% |
| make | 3个分区均等初始概率分布 | 278.70 | 91.51% | 91.84% | 92.21% | 93.04% |
| 3个分区不均等初始概率分布 | 278.70 | -8.72% | 49.10% | 50.79% | 88.12% |
| 5个分区均等初始概率分布 | 278.70 | 85.77% | 86.51% | 88.30% | 88.57% |
| 5个分区不均等初始概率分布 | 278.70 | 5.87% | 36.58% | 39.68% | 83.42% |

表2 实验结果(c)

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 实验项目 | 分区数目及初始概率分布 | | RT | RPT | DRT | MDRT | RDRT |
| bash | 4个分区初始概率分布 | 均等 | 1582.95 | -19.76% | -9.56% | 2.35% | 10.67% |
| 不均等 | 1582.95 | 0.17% | 2.07% | 5.04% | 8.27% |
| 5个分区初始概率分布 | 均等 | 1582.95 | 3.96% | 8.39% | 10.81% | 12.06% |
| 不均等 | 1582.95 | 23.44% | 21.87% | 26.79% | 31.64% |
| flex | 3个分区初始概率分布 | 均等 | 26.65 | -3.38% | -18.57% | -6.00% | -16.51% |
| 不均等 | 26.65 | -0.38% | -20.08% | 18.20% | 13.13% |
| 6个分区初始概率分布 | 均等 | 26.65 | 12.95% | -12.76% | 1.31% | 24.77% |
| 不均等 | 26.65 | -14.45% | -23.83% | 21.76% | 15.95% |
| grep | 4个分区初始概率分布 | 均等 | 1486.95 | -67.03% | -28.20% | -12.82% | -3.28% |
| 不均等 | 1486.95 | 11.43% | -24.37% | -8.81% | -24.32% |
| 5个分区初始概率分布 | 均等 | 1486.95 | -58.00% | -57.36% | -29.11% | -52.43% |
| 不均等 | 1486.95 | -48.21% | -71.04% | -35.34% | -60.66% |
| gzip | 3个分区初始概率分布 | 均等 | 332.15 | -66.88% | -66.28% | -39.88% | -65.24% |
| 不均等 | 332.15 | -0.41% | -25.55% | -20.40% | -21.80% |
| 4个分区初始概率分布 | 均等 | 332.15 | 65.87% | 65.08% | 73.34% | 78.19% |
| 不均等 | 332.15 | 8.35% | 69.02% | 73.16% | 73.91% |
| make | 3个分区初始概率分布 | 均等 | 278.70 | 91.51% | 91.84% | 92.21% | 93.04% |
| 不均等 | 278.70 | -8.72% | 49.10% | 50.79% | 88.12% |
| 5个分区初始概率分布 | 均等 | 278.70 | 85.77% | 86.51% | 88.30% | 88.57% |
| 不均等 | 278.70 | 5.87% | 36.58% | 39.68% | 83.42% |

第二个故障的测试效率比RT、RPT、DRT策略的测试效率高。在flex实验中，DRT策略的测试效率在三个度量指标下均不如RT策略，MDRT策略以及RDRT策略在度量指标下不如RT策略，但是度量相对RT策略表现更好。可能有一下几个原因：1，正如第一部分提到的引起故障的输入趋向于集簇在连续的区域。DRT、MDRT、RDRT策略都是根据这一个思想改进RT测试策略。然而在对flex对象测试时，能够揭示软件故障的测试用例数目很多，导致引起故障的输入分散到整体输入域中。这就意味着每一个分区的故障检测能力几乎相同。此时根据历史信息更新测试剖面很有可能不能提高软件的测试效率。2，根据表2(a)，(b)中的数据显示揭示软件中的前两个故障RT策略平均需要7.75个测试用例。这表明flex程序中的故障“很容易”被揭示。在对这样很容易揭示软件中故障的程序DRT、MDRT、RDRT策略没有更多的机会调整测试剖面，测试过程就已经结束了。MDRT策略不受其它分区测试结果的影响，并且根据所处分区当前被选择概率大小调整概率的幅度，使得该策略可以更快速的识别每一个分区的故障检测能力，因此MDRT策略在揭示flex程序所有的故障时比DRT、RPT、RT策略具有更高的测试效率。RDRT策略由于具有奖惩机制，因此在对这种“很容易”被检测出故障的程序在经过短暂的测试剖面调整之后更快的辨别每一个分区的故障检测能力，从而在度量指标下比DRT、RPT、RT具有更高的故障检测效率。

1. 除了grep的每一个实验对象在均等的初始概率分布以及分区数目较多的情况下，MDRT、RDRT策略揭示所有故障的测试效率均比RT、RPT、DRT策略的测试效率高。在grep实验中，RPT、DRT、MDRT、RDRT策略的测试效率不如RT策略。原因可能如下：根据表2(a)，(b)，(c)中的数据，杀死前两个故障RT策略平均需要270.45个测试用例，杀死所有的故障平均需要1486.95个测试用例。表1中可以看出grep实验的测试用例数目为809个，因此grep实验中的故障很难被揭示，也就是说有很少的测试用例能够揭示软件中的故障，很有可能使得只有在个别分区中才能检测出软件中的故障，并且这些分区的失效率很低。如果引起故障的输入分散到整个输入域中，那么能够揭示软件故障的分区的失效率更低。当每一个分区的失效率都很低时，即便选中有可能揭示故障的分区，由于失效率很低，揭示软件中故障的概率也很小。因此当存在“不容易”揭示的故障时，RPT、DRT、MDRT、RDRT策略不如RT策略。但是MDRT、RDRT策略的测试效率仍然高于RPT、DRT策略。

# 6结论和将来的工作

动态随机测试是一个旨在利用历史的测试信息动态改变测试剖面的测试策略。DRT策略的主要优点是测试剖面不断变化，使得较高失效率的分区具有更高的被选择概率。但是DRT策略的测试效率受分区数目、初始剖面这些外部因素的影响。同时DRT策略的测试效率也受内部机制的影响：该策略根据某一个分区的执行结果调整所有分区被选择的概率并且所有的分区调整概率的幅度都相同。本文结合Markov链的状态转移矩阵提出了MDRT策略解决DRT策略的内部机制的不恰当问题。由于传统的DRT策略的参数取值普遍很小，并且分区被选择的概率容易受其它分区测试结果的影响使得找出具有较高故障检测能力的分区的速度较慢。本文提出基于奖惩机制的RDRT策略解决这一问题。针对DRT策略的两个外部影响因素本文为每一个实验设置了不同数目的分区，并且为每一种分区方式设置均等的初始概率分布和不均等的初始概率分布作为初始剖面。通过对5个真实的程序进行测试，均等的初始概率分布作为初始剖面以及数目较多的分区方式DRT、MDRT、RDRT具有更高的故障检测效率。在均等的初始概率分布作为初始剖面以及分区数目较多的分区方式下各个策略的测试效率结果分为三个方面：1.当软件中存在“很难”检测到的故障时， DRT策略具有很高的提升空间，MDRT、RDRT策略的测试效率相对较低，但仍比DRT策略的测试效率高。2.当软件中的故障都很容易被检测出来时，DRT、MDRT、RDRT的测试效率收到限制，但是MDRT、RDRT策略的测试效率仍然比DRT、RPT高。3.当软件中的故障“不是很难”被检测到时，DRT、MDRT、RDRT策略比RT、RPT策略具有更高的故障检测效率，并且MDRT、RDRT策略比DRT、RPT策略的测试效率更高。因此可以总结出MDRT、RDRT策略比DRT策略具有更高的故障检测能力。

但是MDRT策略中参数应当满足，因为在实际情况中输入造成的故障要比输入没有造成故障少。RDRT策略中惩罚上限的设置不同的实验可能取值不同，对策略的测试效率也有影响。将来的重点工作是研究MDRT策略中的参数以及RDRT策略中的惩罚上限进一步提高MDRT、RDRT策略的测试效率。
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