**传统调试技术**

软件开发者使用的典型的软件调试技术主要有两种:

1. 在程序中插入打印语句使得程序输出用以被分析的附加信息,可以对程序的运行时状态有一个粗略了解。一个通常的做法是插入打印语句以指示某个控制条件到达了某个特定程序点;另一个通常做法是插入打印语句以输出变量的值。当程序被执行的时候,程序生成可以被开发者检查的附加调试输出。**缺点：**调试输出可能相当的大,打印语句的放置和输出的检查都是非组织和临时的,分析和放置位置也通常是基于直觉的
2. 另一种技术是使用符号调试器。一个符号调试器是一个用来调试其他程序的计算机程序,符号调试器支持例如断点、单步跳过、状态修改等。断点允许程序员停止在某一个特定的程序点以检查当前状态;单步跳过允许程序员前进到当前断点之后的下一条指令,并且在那条指令设置新的断点;许多调试器还允许程序员不仅能够查看变量的当前状态,还能改变它的值然后继续执行。通常地,开发者会在他感觉可能是程序错误位置的地方设置断点,然后他会检查断点处的状态,他还可以单步跳过程序查看每一条语句在每一个执行时的状态变化。
3. 断言：断言是程序正确操作期间必须为真的程序。程序开发人员指定断言为条件语句如果断言为假，则程序停止。
4. Profiling通常是运行速度内存占用大小的分析指标，也可以用来调试程序

**主要的定位方法**

故障定位技术有很多种,但是根据定位故障的过程中“是否需要运行软件”的准则,可以将故障定位技术分为以下两类:

(1)基于静态分析的故障定位技术（SABFL):静态方法不用运行软件,而是依据程序语言的语法和语义,静态地分析软件结构和程序实体之间的依赖关系,以发现不符合系统约束的程序实体,从而进行故障定位。

(2)基于测试的故障定位技术(TBFL):该方法首先需要设计测试用例,然后运行软件程序,最后根据软件程序的动态执行信息和输出结果进行故障定位。其典型思路是:将程序的失败运行和成功运行进行对比,从而发现失败运行中的哪些点偏离了成功运行,找到的这些偏离点很有可能就是软件故障位置所在。这些不同定位方法都采用了各自不同的运行特征进行对比。

以下是基于测试的故障定位技术：

**（一）基于距离度量的故障定位方法：**

基本思想是:通过一定的距离计算方法,从众多的成功运行中找出与失败运行最相近的一个成功运行,利用某一种度量方法来计算此成功运行与失败运行之间的差异值,利用得出的最小差异值进行故障定位。该技术大都是在源程序上运行大量的测试用例,并收集程序运行过程中的覆盖信息,利用这些信息来进行故障定位。此方法包括

**（1）Delta调试技术**

把一次程序执行看做是一系列程序状态的转变(程序状态可以理解为在程序执行某个时刻出现的变量以及这些变量的取值)。程序从初始状态开始执行,每执行一步,程序当前状态就会发生改变,从当前状态转换到下一个程序状态,如此进行,最后到达了个错误的状态,标志着程序执行失败。每一个程序状态都它的前一个状态衍生而来,但是,可能只有一小部分状态与计算下一个状态是相关的,同理,也并不是所有程序状态都与执行失败相关。

Delta调试最重要的步骤就是找出与程序执行失败相关的那些状态,得到一条原因-结果链。比较一次成功执行和一次失败执行的状态序列,它们之间的差别就是一条原因-结果链。采用二分法将原因-结果链上的状态应用到成功的执行路径中,如果运行成功,就表示那一部分代码不存在故障,否则,那部分代码可能是可疑的故障点。经过这样的反复测验,最终可以将可疑故障点缩小到一个非常小的范围。

**优点：**delta调试完全依赖于对程序状态的研究,而不考虑对程序结构的分析不仅可以找出程序中的错误,还提供了纠错方案。**缺点：**对于大部分程序而言,一次执行涉及到成千上万个状态,比较程序状态的做法只适用于较小的程序。

**（2）“并集模型”:**在失败运行的覆盖语句集中查找可疑故障语句。其思想是,从失败运行的覆盖语句集中去掉那些出现在成功运行的覆盖语句集的并集。如果给定一个成功运行的集合S和一个失败运行f,将S中出现的语句覆盖集的并集记为失败运行中出现的语句覆盖集记为该模型的计算公式如式所示: ![](data:image/x-wmf;base64,183GmgAAAAAAACAFgAIBCQAAAACwWQEACQAAA6kBAAACAKEAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiAFCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gBAAAOAIAAAUAAAAJAgAAAAIFAAAAFAKgAYIAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdvYWZskEAAAALQEAAAoAAAAyCgAAAAACAAAAZnO6AwADBQAAABQCoAGEARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB29hgKj/CyMgDc1xIAnI3KdkCRzXb2FmbJBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALXMAAwUAAAAUAvgBjAIcAAAA+wLA/QAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAXCl6QsjIA3NcSAJyNynZAkc129hZmyQQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAFVzgAShAAAAJgYPADgBQXBwc01GQ0MBABEBAAARAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEAAgCDZgACBIYSIi0DABMAAAEAAgCDcwAACwEBAQENAgSLKiJVAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AyfYWZskAAAoAOACKAQAAAAABAAAADOISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。

（3）**“交集模型”**:找到能判别这个失败运行的特征,其思想是:从所有成功运行的覆盖.语句集的交集中去掉那些出现在失败运行的覆盖语句集/中的语句,将得到的差异语句集作为可疑语句集。其计算公式如式所示:![](data:image/x-wmf;base64,183GmgAAAAAAAGAFgAICCQAAAADzWQEACQAAA6oBAAACAKIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAmAFCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gBQAAOAIAAAUAAAAJAgAAAAIFAAAAFAKgAd4BHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdqcZZscEAAAALQEAAAoAAAAyCgAAAAACAAAAU2Z8AgADBQAAABQCoAH+AhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2RhgKeXC0MgDc1xIAnI3KdkCRzXanGWbHBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAALWYAAwUAAAAUAvgBLgAcAAAA+wLA/QAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAVCokQtDIA3NcSAJyNynZAkc12pxlmxwQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAElmgASiAAAAJgYPADkBQXBwc01GQ0MBABIBAAASAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEAAwAUAAABAAIAg1MAAAsBAQEBDQIEiykiSQAKAgSGEiItAgCDZgAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDHpxlmxwAACgA4AIoBAAAAAAEAAAAM4hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)。

**缺点：**并集模型和交集模型的定位效果不是很理想。因为很多时候故障语句会同时出现在失败运行和成功运行中,当我们对这些语句集合进行集合运算时,故障语句经常会被误删。特别是当大量运行存在的情况下,利用该方法得到的结果集极有可能是空集或者根本就不包含故障语句。

**（4）近邻模型**

该方法首先选择一个失败运行,然后找到一个与此失败运行的覆盖信息最相近的成功运行。利用失败运行和与其最相近的成功运行,从失败运行的执行语句集中将那些出现在成功执行语句集中的语句剔除,剩余的其他语句集即可作为故障报告。近邻模型提供了两种方法来度量失败运行和成功运行之间覆盖信息的相似程度。一种叫做binary distancing,计算所选择的失败运行与一个特殊的成功运行之间的差异语句集合。该方法可以定义为“失败运行与成功运行执行语句集的不对称距离的基数或者对称距离的基数”。另一种是记录每一个运行所执行到的每一□条语句(或基本块)的执行次数,然后按照执行次数对语句进行排序,计算两个运行得到的有序序列之间的距离,该距离是将其中一个序列转化为另一个序列时所花费的代价。

**优点：**近邻模型得出的结论是:用近邻模型选择的成功运行通常比随机选择的成功运行更有利于故障定位,而且该模型在定位故障方面比并集和交集模型更好。

**缺点：**近邻模型通过计算两类运行(成功运行和失败运行)的语句集合之间的距离来寻找与失败运行最相近的成功运行,但是它却无法区分执行了相同语句但是语句执行顺序不一样的运行。

**近邻模型的改进**：Wang等人在的近邻模型基础上提出了一种新的差异度量方法,即利用程序控制流所对应的两条路径,求解两条路径之间的最小差异作为故障报告。它针对近邻模型不能识别语句执行顺序的不足提出将语句执行顺序作为衡量执行序列相似度的因素之一,将某条语句的一个执行实例看做一个事件,那么每个运行就可以看作是多个事件的执行序列,对失败运行的事件执行序列和成功运行的事件执行序列进行对齐比较操作,得出这两个运行中分支走向不同的分支事件,这就是Wang等人方法中使用的“差异”。还给出了定性判断任意两个差异之间的大小的差异度量方法。根据最小差异选择一个与失败运行最相似的成功运行,用二者之间的差异作为故障报告。**优点：**对分支语句故障的定位效果比近邻模型要好。**缺点：**对于赋值语句故障的定位效果却不甚理想。当程序故障并不包含在最小差异中时,利用该方法进行故障定位将得不到理想的效果。

**（二）基于排序的故障定位方法**

上面的方法的相同点在于:认为程序中只有一部分语句是可疑的故障点,赋予它们相同的故障可疑值,认为应该花费同样多的代价检查这些可疑点。而另一类研究则认为:程序中的每一部分都是可疑的故障点,根据它们在运行时的参与度和表现不同,赋予它们不同的故障可疑值,然后将故障可疑值降序排列,程序员按照排序由大到小检查程序,直至找到故障。

基于排序的故障定位方法的思想是:通过分析程序的动态运行信息来进行故障定位。它通常是比较两类运行(成功运行和失败运行)中程序状态特征的统计信息,直接定位到故障语句。该技术的区别在于使用哪些程序运行特征来进行对比分析。目前常用的程序实体主要有:语句和分支,它们的主要载体是程序频谱信息,主要利用程序频谱(信息来获取程序实体的特征信息。利用这些信息来计算程序实体(语句或分支)的可疑度,然后根据可疑度大小对被检测的程序实体(语句或分支)进行降序排序。 开发人员在调试的过程中可以根据排序表从前至后始查找程序故障,起到了一定的辅助作用。

**（1）Tarantula 方法**

釆用的思想是:如果一条语句在失败的执行中出现的次数比在成功的执行中出现的次数多的话,那么该语句是故障语句的可能性就比较大。试题的怀疑度具体算法如下：

![](data:image/x-wmf;base64,183GmgAAAAAAAGATIAQACQAAAABRSQEACQAAA6MCAAAEAOMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBGATCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gEwAA2AMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACPAoFAAAAEwIAAh4TBQAAAAkCAAAAAgUAAAAUAm4B5QwcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcSAJyNT3dAkVJ3oBtmVQQAAAAtAQEADwAAADIKAAAAAAUAAAAlZihlKQBuAX4AfgCoAAADBQAAABQCYAIMBxwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDc1xIAnI1Pd0CRUnegG2ZVBAAAAC0BAgAEAAAA8AEBAAwAAAAyCgAAAAADAAAAKGUp2X4AqAAAAwUAAAAUAowDTgocAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcSAJyNT3dAkVJ3oBtmVQQAAAAtAQEABAAAAPABAgAWAAAAMgoAAAAACgAAACVwKGUpJWYoZSl0AcAAfgCoANQBbgF+AH4AqAAAAwUAAAAUAmACQAAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcSAJyNT3dAkVJ3oBtmVQQAAAAtAQIABAAAAPABAQAYAAAAMgoAAAAACwAAAHN1c3BpY2luZXNzAJYAwACWAMAAbACoAGwAwACoAJYAAAMFAAAAFAJgAgoJHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHfMGwrbQNQdANzXEgCcjU93QJFSd6AbZlUEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAAA9eQADBQAAABQCjANoDgkAAAAyCgAAAAABAAAAK3kAA+MAAAAmBg8AvAFBcHBzTUZDQwEAlQEAAJUBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKEAQAAAAAAAC62smrAA8BAQACAINzAAIAg3UAAgCDcwACAINwAAIAg2kAAgCDYwACAINpAAIAg24AAgCDZQACAINzAAIAg3MAAgCCKAACAIJlAAIAgikAAgSGPQA9AwALAAABAAIAgiUAAgCCZgACAIIoAAIAgmUAAgCCKQAAAQACAIIlAAIAgnAAAgCCKAACAIJlAAIAgikAAgSGKwArAgCCJQACAIJmAAIAgigAAgCCZQACAIIpAAAAAAAKAAAAJgYPAAoA/////wEAAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQECABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAoBtmVQAACgA4AIoBAAAAAP////8M4hIABAAAAC0BAwAEAAAA8AEBAAMAAAAAAA==)

其中,![](data:image/x-wmf;base64,183GmgAAAAAAAIAEAAIBCQAAAACQWAEACQAAA3QBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoAECwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9ABAAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgATQAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdqoRZr0EAAAALQEAAA0AAAAyCgAAAAAEAAAAJShlKVgCfgCoAAADBQAAABQCYAHGARwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDc1xIAnI3KdkCRzXaqEWa9BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAZnkAA5sAAAAmBg8ALAFBcHBzTUZDQwEABQEAAAUBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKEAQAAAAAAAC62smrAA8BAQACAIIlAAIAg2YAAgCCKAACAIJlAAIAgikAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC9qhFmvQAACgA4AIoBAAAAAAAAAAAM4hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示失效测试用例中执行语句数/失效测试用例的总数,%p(e)表示成功测试用例中执行语句数/成功测试用例的总数。

Tarantula是目前大家公认的最好的基于统计的故障定位方法。**缺点：**该方法要求两种测试用例要能够覆盖尽可能多的代码。此外,Tarantula方法难以发现像赋值语句这样的程序初始化错误。也不能区分一个失效测试用例在另一个测试用例中的作用,或者一个成功测试用例在另一个测试用例中的作用。

**多程序谱模型(LOUPE)：**这种方法是对Tarantula的一种改进,即在Tarantula所使用的程序谱上增加了依赖对的覆盖信息构成了多程序谱。所谓多程序谱就是加入了程序执行过程中控制依赖和数据依赖的覆盖信息,并根据这些信息来总体计算某个语句的可疑值。

**（2）Wong 方法**
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**（三）程序切片方法**

**（1）静态切片**
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表示在测试用例中失效执行的语句的集合除去测试用例中成功执行的语句的集合，即于它们的差集。

**缺点：**这种技术的缺点是可能出现某些可疑语句不包含在切片中的情况,定位效果不理想。问题是如果切片规模较大时,有效性会降低,而且这种算法的时间开销会很大,最重要的是,他无法对在切片中的语句进行可疑度排名而直观的提供给开发人员作为参考。

**（2）动态切片**

为了弥补静态切片的不足,引入了动态切片方法.

定义切片准则: 静态切片不关心程序的输入,它的切片准则形如<i, V>,其中i为程序中的一条语句,V表示该语句中使用的变量集合;与静态切片不同,动态切片需要一个特定的输入,它的切片准出形如<1,i, V>,其中I表示程序的一个输入,i和V所表示的意思与静态切片准则相同。

定义切片:根据切片准则,通过抽取与切片准则存在数据依赖或控制依赖关系的语句,得到的一个程序片段,叫做原程序的一个切片.减少了故障定位的检查范围。

**优点：**在故障定位过程中,往往需要忽略那些对暴露故障无关的语句,而程序切片正是对程序做了这样的提取,让程序员集中精力去检查那些与错误相关的代码。**缺点：**对于大型程序而言,经过各种切片算法得到的切片往往非常大,反而会降低其效率。

Naish等人将其应用到软件故障定位中,并根据切片方法提出语句可疑度计算公式:
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总的来说,基于排序的故障定位技术大概有三个步骤:1)收集某种粒度的实体的程序执行路径;2)分析成功的执行路径和失败的执行路径,计算每个实体的故障可疑值;3)按照故障可疑值降序排列程序实体,作为程序员检查程序的依据。这种技术根据程序不同部分在程序执行时的表现行为和参与度,给每个部分赋予不同的故障可疑值,建议程序员对程序故障可疑值的大小花费不同的代价检查程序。

**（四）概率统计分析方法**

1. **基于统计的定位方法**SBI(statistical bug isolation)，通过计算一个谓词P能够蕴含程序失效的可能性Failure(p)来定位，用公式表示如下：
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Passed(p)表示P背观测到为真的成功测试用例个数，failure(p)表示p被观测到为真的失效测试用例个数。**优点**：SBI方法能够隔离程序中的多重错误。**缺点**：只是记录一个实体在执行过程中是否被覆盖到,不足以捕获每`个测试用例的行为信息。

**（2）SOBER方法**：改善SBI的不足。它记录每一个运行中每个实体的执行次数,构造了一个失效和成功测试用例行为的统计模型,使用这个统计模型评估每个实体以确定它们是否可疑。SOBER定义赋值偏差来估计在每个运行时谓词被赋值为真的几率。更确切地,如果p是一个谓词,![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA3MBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdnIcZs8EAAAALQEAAAwAAAAyCgAAAAADAAAAKHApbX4AwAAAAwUAAAAUAmABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdvwaCrwQtzIA3NcSAJyNynZAkc12chxmzwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEd5AAObAAAAJgYPACsBQXBwc01GQ0MBAAQBAAAEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEACAIAAgR/kwNHAgCCKAACAIJwAAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Az3IcZs8AAAoAOACKAQAAAAAAAAAADOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)是它在每次运行时被赋值为真

可能性,![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA3MBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdqITZogEAAAALQEAAAwAAAAyCgAAAAADAAAAKHApq34AwAAAAwUAAAAUAmABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdncdClzwtjIA3NcSAJyNynZAkc12ohNmiAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEd5AAObAAAAJgYPACsBQXBwc01GQ0MBAAQBAAAEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEACAIAAgR/kwNHAgCCKAACAIJwAAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AiKITZogAAAoAOACKAQAAAAAAAAAADOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)=nt/(nt+nf) 其中nt表示尸被赋值为真的数量,nf表示尸被赋值为假的数量。SOBER计算成功和失败的运行![](data:image/x-wmf;base64,183GmgAAAAAAACADAAICCQAAAAAzXwEACQAAA3MBAAACAJsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAiADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gAgAAxgEAAAUAAAAJAgAAAAIFAAAAFAJgASQBHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXEgCcjcp2QJHNdnIcZs8EAAAALQEAAAwAAAAyCgAAAAADAAAAKHApbX4AwAAAAwUAAAAUAmABNAAcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdvwaCrwQtzIA3NcSAJyNynZAkc12chxmzwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEd5AAObAAAAJgYPACsBQXBwc01GQ0MBAAQBAAAEAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUAChAEAAAAAAAAutrJqwAPAQEACAIAAgR/kwNHAgCCKAACAIJwAAIAgikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Az3IcZs8AAAoAOACKAQAAAAAAAAAADOISAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的分布之间的差异,认为差异越大,p与这次运行错误就越相关。

**（五）模型诊断方法**

思想：基于模型诊断的故障定位技术,首先假设所有程序部件都均为正确执行,但是当使用测试用例执行时得到的结果是失效的就说明该测试用例所覆盖到的语句中包含故障点,然后利用所有失效用例的语句複盖信息进行计算求得故障点所在。然而该方法只能查找到独立的程序语句,而没有考虑程序语句间的依赖关系。

总结：

|  |  |  |  |
| --- | --- | --- | --- |
| 方法 | 按成功|失效差异 | | 按统计 |
| 交并模型 | 是 | |  |
| 近邻模型 | 是 | |  |
| Wang算法 | 是 | |  |
| SBI |  | | 是 |
| Tarantula |  | | 是 |
| SOBER |  | | 是 |
| Wong |  | 是 | |