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# Survey Questions

## Programming FAQ (for building dataset)

* “Hãy cho biết khi mới học lập trình, bạn thường hay đặt những câu hỏi như thế nào? (Cung cấp 5 câu hỏi về lý thuyết lập trình hoặc thực hành với C/C++ hoặc Python)  
  **Một vài câu hỏi ví dụ:**  
  TLE là gì?  
  Làm thế nào để giải quyết TLE?”
* “Lỗi bạn thường gặp khi mới học lập trình C/C++ hoặc Python là gì? (Cung cấp 5 câu báo lỗi điển hình)”

## Side information (for papers’ motivation)

* “Khi gặp một lỗi cú pháp trong lập trình, các bạn thường làm gì để tự gỡ lỗi? Việc tự gỡ lỗi đó có thường làm khó bạn hay lấy của bạn quá nhiều thời gian (vài tiếng) hay không?”
* “Theo bạn, một phần mềm có thể giải quyết hầu hết những câu hỏi trên cho bạn thay vì bạn phải đi tìm người giải đáp thắc mắc cho mình hay tốn thời gian tìm kiếm một lời giải tương tự trên Internet có cần thiết hay không? (đánh giá theo thang điểm 5)”
* “Giả sử tồn tại một phần mềm như thế, bạn mong muốn nó sẽ tập trung giải đáp thắc mắc về mặt lý thuyết của lập trình hay giải thích lỗi cú pháp và hướng dẫn sửa lỗi thường gặp?”

# Data Labelling Pipeline

## Question answering

Each question from the survey will be extended to a few extra questions by labelers. After that, for each question in the extended question set, labelers will provide an accurate answer for it.

### Expected dataset layout (2 cols)

|| Question || Answer ||

### Expected size of dataset:

100\*5\*20 = 10000 (samples)

## Error explaining and solving

For each syntactic error statement, labeler should provide a simple explanation, the most usual solution the problem, and a recommendation for questioner to avoid this type of error in the future.

### Expected dataset layout (4 cols)

|| Error statement || Explanation || Solution || Recommendation ||

### Expected size of dataset

100\*5 = 500 (samples)
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