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# ABSTRACT

Predicting student academic performance has become an important task in higher education, allowing institutions to identify at-risk students and provide timely academic support. However, many universities still rely on traditional statistical analysis rather than modern data-driven approaches. This study applies data mining and machine learning techniques to classify and predict student academic performance using demographic, behavioral, and academic features.  
  
A dataset of student records was preprocessed to handle missing values, scale numerical attributes, and remove potential data leakage. Several supervised learning algorithms were implemented and compared, including Linear Regression, Decision Tree, Random Forest, and Logistic Regression. The models were evaluated on two predictive tasks: regression (predicting GPA) and classification (predicting Grade Class).  
  
Evaluation metrics such as R², RMSE, MAE, and MSE were used for regression performance, while Accuracy, Precision, Recall, and F1-score were used for classification. Results show that the Random Forest model achieved the highest predictive accuracy across both tasks, demonstrating its ability to capture nonlinear relationships and interactions between student features. Diagnostic analysis using Variance Inflation Factor (VIF) and coefficient stability further revealed that the Linear Regression model was interpretable but sensitive to multicollinearity.  
  
This study highlights how data mining can provide a systematic and scalable framework for predicting student success, assisting educators in designing early interventions and enhancing the overall learning experience.
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# CHAPTER 1: INTRODUCTION

## 1.1 Overview

Student performance prediction has emerged as a critical application area within educational data mining (EDM)...

## 1.2 Problem Statement

The rapid growth of student data presents an opportunity to gain deeper insights into learning behavior...

## 1.3 Scope and Objectives

Scope: The dataset used in this study consists of student records containing demographic, behavioral, and academic variables such as study hours, absences, and prior grades...

## 1.4 Assumption and Solution

It is assumed that all input features are available for each student, and that the dataset represents a balanced distribution of academic levels...

## 1.5 Structure of Pre-thesis

Chapter 1 – Introduction: Presents the background, motivation, and problem statement...  
Chapter 2 – Literature Review: Summarizes prior studies on educational data mining and student performance prediction models...  
Chapter 3 – Methodology: Describes dataset preparation, modeling techniques, and evaluation metrics...  
Chapter 4 – Implementation and Results: Discusses model performance and findings...  
Chapter 5 – Conclusion and Future Work: Provides key insights and recommendations for further research.

# CHAPTER 2: LITERATURE REVIEW

Educational data mining (EDM) applies statistical and machine learning techniques to analyze academic data and improve learning outcomes...

# CHAPTER 3: METHODOLOGY

This chapter describes the research design, dataset, preprocessing, and models used for both regression and classification tasks. The dataset includes features such as demographics, behavioral attributes, and academic records. Models include Linear Regression, Decision Tree, Random Forest, and Logistic Regression. Evaluation metrics include R², RMSE, MAE, Accuracy, Precision, Recall, and F1-score.

# CHAPTER 4: IMPLEMENTATION AND RESULTS

Three regression models were trained to predict GPA: Linear Regression, Decision Tree, and Random Forest. Random Forest achieved the highest R² score (0.81) and lowest RMSE (0.29). For classification of GradeClass, Random Forest also performed best with an F1-score of 0.84. Feature importance analysis highlighted StudyTimeWeekly and Absences as the most influential variables.

# CHAPTER 5: DISCUSSION AND CONCLUSION

Results confirm that ensemble-based models such as Random Forest significantly outperform individual models. Linear models remain interpretable but limited in handling non-linear interactions. Future research could explore XGBoost, SHAP explanations, and larger datasets for improved generalization.
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