<https://youtu.be/g0kOLSpdHPI>

Whether you’re a student cramming work before piling deadlines, a dad needing to choose between work and caring for his children, or even the king of England needing to choose between his many vacation homes. none of us are strangers to the idea of having little time to spend, but many things we want to do. Stuck between a rock and a hard place, I turned to my best ally, computers! No, not that homework planner, I’m talking GPUs, the ultimate mundane work cruncher. Surprisingly, many strategies GPUs use reflect strategies we can use in real life, and I’d like to share them with you now.

First, we’ll put all our homework, meetings, holidays into 1 large bundle of GPU tasks. We then serialize our tasks into GPU-native instructions, organized into blocks of 32 tasks, and assigned across multiple GPU sub-processors, known as Streaming Multiprocessors. Each multiprocessor contains a 128kb L1 Instruction Cache, L0 Instruction Cache, a register file containing 32767 32-bit registers, a 128kb L1 Data Cache, and the execution partitions. What’s a cache? Caching is the strategy of storing frequently used data in faster access memory. We’ll be seeing more usage of caches as we go deeper.

Tasks are stored on the L1 or L0 instruction cache for faster retrieval, and then sent to an instruction decoder which interprets the necessary steps to execute an task. To ensure workload is distributed equally across multiprocessors. data can also be assigned to the register file via the L1 Data Cache.

We now look at the processing partitions. We have 2 processing blocks, which perform fast calculations such as simple arithmetic and matrix dot products, and the Memory Input Output partition, which handles slow calculations such as trigonometric and transcendental root functions, and is also responsible for all data allocation in the system.

Now, let’s take a closer look at a processing partition. Our blocks of 32 tasks from earlier will arrive at the warp scheduler, which will dispatch a fixed number of tasks from each block consecutively, a strategy known as Round Robin Scheduling, hence ensuring consistent execution progress across blocks in the same multiprocessor.

Task blocks are sent to the math dispatch unit, which delegates tasks to specialized computation units, each of which process different types of arithmetic and memory operations. The first of which being the ALU, which can perform bitwise operations and is used for half precision to full precision floating point conversion in Ampere GPUs and higher. The CUDA Cores are the powerhouse of the processor, performing most arithmetic operations. Lastly, Tensor Cores, a matrix operation unit that can perform up to 16 dot product computations at a time, bypass the math dispatch unit entirely.

We then fetch data from the register file for processing. Execution of arithmetic operations typically takes many hundreds of clock cycles. However, we can take advantage of the same tasks being executed repeatedly by leveraging the concept of pipelining. Execution of a calculation goes through multiple different circuits, leaving circuits that are not immediately participating in a calculation inactive. We can fill this inactivity by following up with a second calculation, turning our few hundred clock cycle execution into effectively a 1 clock cycle execution time on average. Arithmetic that will take longer will often be prioritized, to overlap operations and maximize use of pipeline stages.

Lastly, the outputs from all computation units are sent to the register cache, and subsequently the register file.

Next, we will discuss the MIO Partition. Slow tasks are sent by the math dispatch unit to a queue, and then subsequently sent to the MIO Scheduler. The scheduler can queue either memory tasks or arithmetic tasks. memory tasks are queued to the Load Store Unit, which resolves memory locations for requested data, and sends lookup requests to memory units outside the Streaming Multiprocessor. The LSU will store our requested operands in the register file. Since fetching data can be slow, we can continue execution while we wait for our data. Our retrieved data can also be stored in caches. We have caches for constant values, arrays and register values among others. Meanwhile, arithmetic tasks are queued to the special function unit. Both the LSU and SFU can communicate data with the register file.

Finally, data written by the LSU to the L1 data cache is migrated upwards to the L2 data cache and then GPU memory, before being transferred to the host device through an IO port, completing the calculation.

It is my hope that these methods of multitasking will help you with your own tasks. Thanks, and goodbye.
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