**CS423 Lab 5: String Alignment**

**Authors: Sara Perkins, Caleb Piekstra**

**Lab Exercises:**

***Timing experiment (record answers as you do these, so you have them for your write-up)***

1. Download the code (globalAlignmentSearch.py). This code includes the brute force search implementation of the global alignment algorithm. Read through the code to ensure your understanding of this version of the algorithm. Save the file and run it. It should print out some text, the best global alignment score, and the running time of the program. How long did it take (in sec)? \_\_\_**0.05**\_\_

2. Change the strings s and t in the file to something different, such that the strings have 10 characters each. Re-run the program. How long did it take (in sec)? \_\_\_\_\_**0.19**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

3. Change the strings s and t in the file such that the strings have 11 characters each. Re-run the program. How long did it take (in sec)? \_\_\_\_\_\_\_\_**0.76**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

4. Now run the program with strings of length 12. How long did it take (in sec)? \_\_\_\_\_\_\_**3.05**\_\_\_\_\_\_\_\_\_

5. Now use strings of length 13. How long did it take (in sec)? \_\_\_\_\_**12.35**\_\_\_\_\_\_

*At some point, you may not want to watch the screen, so it is recommended that you use the other person’s computer to work on the next part of the lab while this code is running.*

6. Now use strings of length 14. How long did it take (in sec)? \_\_\_\_**49.95**\_\_\_\_\_

7. Now use strings of length 15. How long did it take (in sec)? \_\_\_\_\_\_**203.04**\_\_\_\_\_\_\_\_\_

**Write-up (45 points):**

Create a Word or pdf file for your writeup of this lab and to show that you tested your code. Be sure to include your name(s) and lab number in your file. Unless otherwise specified below, use your implementation of global string alignment (not the search implementation) to answer the questions.

1. (6 pts) Let S = “AGCGTCTA” and T = “TGCATCTCGT”. Run your code on these sequences.
   1. What is the optimal **global** alignment score?

**-1**

* 1. What is the optimal **global** alignment?

**AGC-TCT--A**

**TGCATCTCGT**

* 1. What is the optimal **local** alignment score?

**21**

* 1. What is the optimal **local** alignment?

**GCCTCT**

**GCATCT**

* 1. What is the length of the LCS?

**5**

* 1. What is the LCS?

**GCTCT**

1. (6 pts) Load the FASTA files containing the coding region of PHO12 in yeast (yeastPHO12.txt) and the fly (flyPHO12.txt). You may copy/paste the convertFiletoSequence function from lab 1 to help you convert the FASTA file contents to a string. Answer the following questions based on these two DNA sequences.
   1. What is the optimal **global** alignment score?

**549**

* 1. Include the optimal **global** alignment of these two sequences as a text file in your zipped folder. Name the file PHO12\_global\_alignment.txt.
  2. What is the optimal **local** alignment score?

**660**

* 1. Include the optimal **local** alignment of these two sequences as a text file in your zipped folder. Name the file PHO12\_local\_alignment.txt.
  2. What is the length of the LCS?

**900**

* 1. Include the LCS as a text file in your zipped folder. Name the file PHO12\_LCS.txt.

1. (6 pts) Write a new python script called genRandom.py that defines the function genRandom that takes 4 parameters: length of string to generate, %AT, %CG, and output\_file\_name. It should generate a random DNA sequence of the given length that contains nucleotides produced at the AT and CG rates and writes the DNA sequence to a FASTA-formatted file (> random sequence in first line). Use the function to create two files. The first randomly generated DNA sequence should be the same length as the PHO12 yeast gene DNA sequence, with **38%** GC content. The second randomly generated DNA sequence should be the same length as the PHO12 fly gene, with **42%** GC content. Name the files yeast\_random.txt and fruit\_fly\_random.txt and includes these files in your zip file submission. You may find previous lab exercises useful for this task of generating a randomly composed DNA sequence and writing it to a file.
   1. Do you expect the global alignment score of the random DNA sequences to be less than, greater than, or about equal to the score you get for aligning the yeast and fruit fly genes in exercise 3? Why?

**We expect the global alignment score to be less than the score we get for aligning yeast and fruit fly. We are looking at a randomly generated sequence versus a naturally-selected mutated ortholog.**

* 1. Do you expect the local alignment score of the random DNA sequences to be less than, greater than, or about equal to the score you get for locally aligning the yeast and fruit fly genes in exercise 3? Why?

**We expect the global alignment score to be less than the score we get for aligning yeast and fruit fly. We are looking at a randomly generated sequence versus a naturally-selected mutated ortholog. Since it is an ortholog, they are fairly similar with a few insertions, deletions, or substitutions, whereas random has no similar heritage.**

* 1. Run your global alignment code on these two randomly generated DNA sequences. What is the optimal **global** alignment score of these random DNA sequences? Did this confirm your predication in (a)?

**Global—667; no**

* 1. Run your local alignment code on these randomly generated DNA sequences. What is the optimal **local** alignment score of these random DNA sequences? Did this confirm your prediction in (b)?

**Local—714, no**

1. (3 pts) Relationship between global alignment and local alignment
   1. Assume you are aligning two strings A and B and assume the same scoring model is used for global alignment and local alignment. Is the global score always smaller than or equal to the local score? Why or why not?

**Yes. Since the local alignment can skip bases at the beginning and/or end of the strings, it can skip a bunch of mismatches or insertions/deletions that the global alignment would have to account for, decreasing the global alignment score permanently. Also, the local alignment does not use negative values, simply replacing any negatives with 0 (a fresh start). In contrast, the global alignment saves negatives which can lower the score significantly compared to a 0.**

* 1. When are the two scores (local and global) equal?

**The two alignment values are equal when the strings align perfectly (all ordered bases in string one are identical to string two).**

1. (2 pts) Suppose you are aligning two short DNA sequences and, separately, aligning two long DNA sequences. Do you expect the optimal **local** alignment score to be larger for the short sequences or the long sequences? Why?

**Larger for the long sequences because you have more chances to get higher scoring alignments.**

1. (2 pts) Suppose you are aligning two short DNA sequences and, separately, aligning two long DNA sequences. Do you expect the optimal **global** alignment score to be bigger for the short sequences or the long sequences? Why?

**Bigger for the short sequences because the long ones have a higher chance of getting lots of mismatches and gaps, lowering the score substantially.**

1. (6 pts) Answer questions 4, 5, and 6 before doing this experiment. Previous lab exercises may provide guidance on this part. Download experiment.py and write the code to conduct the experiment described in the comments. Use the standard scoring system in local and global alignment (g = -6, match = 5, mismatch = -4). Run the experiment with strings of length 5 through 100, stepping by 5. Using the output file, create an excel line graph using the first column as the x data series and the second and third columns as the y data series. Paste the figure here.

**Figure 1: Excel graph of alignment scores across sequences of different lengths.**

1. (2 pts) Did the experiment confirm your predictions in questions 4, 5, and 6? If not, do you understand the trends in scores for local and global alignment?

**NOT DONE!!!**

**4. Confirmed—the global score is always less than the local for our results, however we never**

**found a case where they were exactly equal because with the random generation of sequences, we most likely never produced two sequences that were exactly the same**

**5. Confirmed—the general trend of the local alignment score is larger for the longer sequences**

**6. Somewhat confirmed—the general trend of the global scores is slightly higher for the larger**

**sequences (of lengths >= 50), yet there are also some big exceptions, for example**

**length 95. It appears that in some cases, the longer sequence had a negative effect,**

**causing the score to gather more negative penalties if the strings turned out to**

**differ greatly. While the larger sequences provide more chances to earn positive**

**scores, they simultaneously provide the same opportunity for the collection of**

**negative scores as well.**

1. (6 pts) Now, write a new python program called timingExperiment.py to run the following experiment:
   1. For N = 9 to 15 stepping by 1, generate 2 random DNA sequences (25% each for nucleotides), each of length N
      1. Time how long it takes your implementation of globalAlignment to calculate the optimal score (see globalAlignmentSearch.py to see how to use the time module) for strings of length N. Comment out the call to align in globalAlignmentScore, so the timing just includes how long it takes to get the score (and not the reconstructed alignment).
      2. Print the time results to a file with each line containing N, followed by tab, followed by the time.
   2. Open the resulting file in excel.
   3. Take the values you got for the search implementation version from the first part of this lab and insert those numbers into the excel file. Create a graph. Values for N are the x-axis with two line graphs (one for the dynamic programming) and one for the brute force search. Insert the graph here.

**Figure 2: Run times of brute force and dynamic programming algorithms on sequences of different lengths.**

* 1. Did the results of the graph match your expectations? Why or why not?

**NOT DONE!!!—**

**Yes, the brute force technique generates a program with a run-time of O(2^(2N)), which has a very steep curve as N increases. The dynamic programing technique however is of magnitude O(N^2), providing a much gentler run time for all values N. While the brute force times increases sharply with each additional character, the dynamic solution remains relatively stable.**

* 1. If you have time, you can increase N past 15 and run the timings for the dynamic programming and brute search versions and re-draw the graph.

1. (6 pts) Using the code you wrote in 10, run the timing experiment for the dynamic programming algorithm implementation for global alignment for N from 50 to 5000, stepping by 50. Include the line graph with x-axis as N and y-axis as time in the report here.

**Figure 3: Dynamic programming run times for sequences from length 50-5000**

* 1. What is the big O running time of the dynamic programming algorithm for global alignment?

**O(N \* M)**

**Where N is the length of sequence 1 and M is the length of sequence 2**

**( If N = M then this is O(N2) )**

* 1. How does the big O function match the experimental results?

**The big O function seems to match the experimental results exactly, the curve looks like an N2 curve and since the length of both sequences are the same, this is a case of N\*N or O(N2).**

* 1. To align two DNA sequences, each of length N, how much memory is required using the dynamic programming approach? (in other words, how large is the scoring table?)

**The scoring table has N\*N entries, or N2. Thus, as the amount of memory used is the amount of memory for a single entry in the table times N2.**

* 1. To align two DNA sequences, each of length N, how much memory is required using the brute force search (in other words, how much data is stored while the algorithm runs)?

**Because the brute force is storing the best alignment substrings for S and T, the worst case scenario would be that both substrings are the entire strings S and T, which are each length N, meaning that there is 2N data being stored. However, based on analysis, the search is also storing all subsets of S and T, which would be** ![http://www4b.wolframalpha.com/Calculate/MSP/MSP8101eb9ca0ce2g6gc6100000i120d7335ca7d93?MSPStoreType=image/gif&s=15&w=125.&h=48.](data:image/gif;base64,R0lGODlhfQAwANUAAAAAAAAEAAgICAgMCBAQEBAUEBgYGBgcGCAgICAkICkoKSksKTEwMTE0MTk4OTk8OUFAQUFEQUpISkpMSlJQUlJVUlpZWlpdWmJhYmJlYmppamptanNxc3N1c3t5e3t9e4OBg4OFg4uJi4uNi5SRlJSVlJyZnJydnKShpKSlpKyqrKyurLSytLS2tL26vb2+vcXCxcXGxc3Kzc3OzdXS1dXW1d7a3t7e3ubi5ubm5u7q7u7u7vby9vb29v/6/////ywAAAAAfQAwAAAG/8CfcEgsGo/IpHLJbDqf0Kh0Sq1aiSmA7ZebhK7gsJgqe2CEmrF6zS6aYgncL9Ou26+bnknD49z/gE50PggqJ4GIiUVpPyMFNIo/PCoWA5F1HhE5Pz0GPpEvJSgAl6WINaSmqnaoq65sra9UMwEAtre4uKepslMfACZIPjELvH+xvVI+DANySDcBu8lUNAEQShTS01MhACVJ34AYEwAXX9tRDQI3SDqyM+QvQj0bA35FMuzwAPKc9fdPJlUaki+JDQEP0BUpIWDCkBsOi6gI94NhxB8QpYQaRaSDjCQjAIxQOCQDCQA1hKz4UGRGAyImUapkaYSGsSPIJCVwh+SBgP8tSnBUKPBCA4FriBzwiHDmx4cVRSCQIKKUqZCnR2wuyTlnQ5IbAxwwQfVhRwwBRh6oXcv2yoIfLgLImQBUyA4AH4e8jTu3LhGtSrieOKCkBAARS1AwEAJjcSAb2X4w8POWiAwAm4RAFjL5R+WaN41wdQGghxIFTZNsaBqCURUEsGMjoEhExbkUA26IJQIDAM8ftoXg1p32QQMAbUXffAGAR5IUC0wrcTD1h4RDRdhqT1jFQwshPg5AcC0EFTsh3sGLJ/83dBGuK6IhoWHA7xEfAmAIGaA/kITMP5wUDBE+DODCEP8NIeB87hHB1QiOGbEDAiwwYdMOQiDQgAqAXCD/gAXOcUJADEZgQJOHIM4zIoNKjFPOOT9QMNIREnRAEhQ5NCDdHzg48IkRHyCFhDM3/kXTHT1wACARLRzw2xGI3aHDBREsMMGSU+xwnh00/FjEDQWQqISQdUTASAYSFKlEDwtUlwRXbDRg4w8yyKfmERZYsEQPDjTYRgyE3WnESR18YOihiHKAgC2JaACjoIzVksukugTSwgNeQkrSCw9gqOmNKUjgHJGfTvPBAzTUUMORpfYSw6StNqGDBR9k8GSsslwAlQyp4fpHkylkkEASBXiKgK+B9LBTJ0Js9wMvgSJ7hwwX/ACDnkgUm6G0f5AwEggDOqsrnb1yy8YFB3JAEMEM7VTgAQa3mivvvPRuEwQAOw==)

**for each sequence S and T. So, the total amount of data being stored would be 2N + N(N+1) or 3N + N2. As such, the amount of memory used would be the cost of storing one letter in the sequence times (3N + N2) where N is the length of S or T (they both have the same length).**

**Appendix A: Authorship (please include statement in your write-up)**

The code and write-up submitted for this lab were authored by Caleb Piekstra and Sara Perkins. All external sources to BIO/CS423 are cited properly.

**Appendix B: Code (40 points, based on correctness and style)**

Copy and paste the code (all files – three dynamic programming files, genRandom.py, timingExperiment.py) you wrote for lab 5 here (use Courier 8pt font). Also, upload the code files to Moodle as part of you zip folder.

Put beautiful code here!